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PREFACE.

READERS of the Life of Sir William Rowan Hamilton will
recollect that he undertook the publication of a book on
quaternions to serve as an introduction to his great volume
of Lectures. This Manual of Quaternions was intended to
occupy about 400 pages, but while the printing slowly pro-
gressed it grew to such a size that it came to be regarded
by its author as a “book of reference” rather than as a
text-book, and the title was accordingly changed to The
Elements of Quaternions. By a curious series of events
one of Hamilton’s successors at the Observatory of Trinity
College has felt himself obliged to endeavour to carry out to
the best of his ability Hamilton’s original intention. And on
the centenary of Hamilton’s birth a Manual of Quaternions is
offered to the mathematical world.

Last year I was called upon by the Board of Trinity College
to assist in the examination for Fellowship. I had long ago
recognized that another work on quaternions was required,
and this want was forcibly brought home to me by my new
duties. A mathematician, whose time is limited, is frightened
at the magnitude of Hamilton’s bulky tomes, although a closer-
acquaintance with the Elements would reveal the admirable
lucidity and the logical completeness of that wonderful book,
and although the Lectures have a charm all their own. The
student wants to attain, by the shortest and simplest route, to
a working knowledge of the calculus; he cannot be expected
to undertake the study of quaternions in the hope of being
rewarded by the beauty of the ideas and by the elegance of
the analysis. And for his sake, though with reluctance I
must confess, I have abandoned Hamilton's methods of
establishing the laws of quaternions.
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vi PREFACE.

By a brilliant flash of genius Hamilton extended to vectors
Euclid’s conception of ratio. A quaternion is the mutual
relation of two directed magnitudes with respect to quantity
and direction as a ratio is the mutual relation of two
undirected magnitudes with respect to quantity. From this
enlarged view of a ratio, the calculus of quaternions is deve-
loped in the Elements. But the way is long and winding,
and after much labour, I found I could not greatly shorten it or
make it much less indirect. I therefore adopted another plan.

The two cardinal functions of two vectors are Suf and
VaB. These functions may be defined by the statements
that —SaB is the product of the length of one vector into the
projection of the other upon it, and that VaB is the vector
which is perpendicular to a and to B, and which contains
as many units of length as there are units of area in the
parallelogram determined by a and 8. Both these functions
enjoy some of the properties of an algebraic product. They
are distributive with respect to each of the vectors.

The product of the vector a into 8 may be defined to be
the sum of these functions,

aB=SaB+ VapB.
This is a quaternion—the sum of a scalar and a vector. A
product of a pair of vectors is distributive but not commuta-
tive. It is now necessary to define the product of a quaternion
(g9) into a vector (y), and we say that it is the sum of the
product of the scalar (Sg) into y and the product of the
vector (Vq) into v, or that

9.y=Sq.y+Vq.7.

From these principles it follows almost immediately that quater-
nion multiplication is associative as well as distributive.

Division is seen to be deducible from multiplication, and
on p. 12 we arrive at the important result that every function
of quaternions formed by ordinary algebraic processes is a
quaternion, scalars and vectors being considered to be special
cases.

What we may call the grammar of the subject may be said

terminate on p. 20, the laws of combination of quaternions

ving been established, the five special symbols S,V, K, T and U



PREFACE. vii

having been defined and their chief properties explained, various
constructions for products and quotients having been made, and
the non-commutative property of multiplication having been
illustrated by conical rotations and otherwise.

In the succeeding chapters, I have not scrupled to introduce,
either in the articles in small type or in the worked examples
in small type, illustrations of the applications of quaternions
to subjects that can hardly be supposed to be familiar to the
beginner in mathematics. It is suggested in the table of con-
tents that these more difficult portions should be omitted by
& beginner at first reading. The book is, however, primarily
intended for those who commence the study of quaternions
with a fair knowledge of other branches of mathematics; in
other words, it is written for the majority of those at present
likely to read quaternions because, as yet, the subject is not
generally taught in elementary classes. On the other hand,
I have abstained from printing examples of an artificial nature,
and I have avoided unnecessary difficulties.

Although this book may be regarded as introductory te the
works of Hamilton, it may also to some extent be considered
as supplementing them. Many of the results contained in it
have appeared only in the publications of learned societies,
and many others are believed to be novel. It is possible,
therefore, that this volume may be found to have some points
of interest for the advanced student of quaternions. He will
find, for example, that quaternions lend themselves to the
treatment of projective geometry quite as readily as to investi-
gations in mathematical physics and in metrical geometry.

By means of a somewhat elaborate table of contents, modelled
on those prefixed by Hamilton to his Lectures and Elements,
and by the aid of a full index and numerous cross references,
I trust that the contents of this book will be found to be fairly
accessible to the casual reader as well as to the systematic
student. It must be remembered, however, that the objects of
a work of this nature are to introduce a subject of the highest
educational value, and to develop a powerful and comprehen-
sive ealculus Such ends can be attained only by illustration
and by suggestion, and it is not easy to tabulate methods of
investigation.
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It would be impossible to overestimate what I owe to
Hamilton’s Lectures on Quaternions (Dublin, 1853) and to
his Elements of Quaternions (London, 1866, 2nd edition, in
two volumes, with notes and appendices by C. J. Joly, London,
1899, 1901). The admirable Elementary Treatise on Qua-
ternions (3rd edition, Cambridge, 1890), by the late Professor
P. G. Tait—who has done so much for quaternions by his
classical applications of Hamilton’s operator V—has also been
very useful. Other writers to whom I am indebted are referred
to in the text.* I am glad to have this opportunity of offering
my thanks to my respected friend, Benjamin Williamson,
Esq., F.R.S,, Senior Fellow of Trinity College, Dublin, for his
great kindness in assisting me with a considerable portion of
the proofs. I am also indebted to him for the uninterrupted
encouragement he has given me, alike privately and in his
official capacity as a member of the governing body of Trinity
College, in my attempts to render Hamilton's work more
widely known. :

CHARLES JASPER JOLY.

TRE OBSERVATORY,
Duxsink, Co. DuBLiN, 18t Jan., 1905.

*The Bibliography by Dr. Macfarlane, published by the International Association
for the promotion of the Study of Quaternions and Allied Systems of Mathematics
{Dublin, 1904), renders unnecessary any detailed list of works on quaternions.
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CHAPTER I
THE ADDITION AND SUBTRACTION OF VECTORS.*

ART. 1. A right line, AB, considered as having not only
length but also direction, is said to be a vector. The direction
of the vector AB is that of the point B as viewed from A, and
the vector BA is the opposite of AB, being equal to it in length
but having the opposite direction. All equal right lines AB,
A'B’, etc., which have the same direction are equal vectors.t

ART. 2. The sum obtained by adding the vector BC to AB is
denoted by BC+ AB, and is defined to the vector AC. Thus
symbdlically (fig. 1),

BC+AB=AC.
D C

A B A >
Fio. 1 Flo. 2.

Completing the parallelogram, ABCD, the definition of addition
gives likewise the equation (fig. 2)

DC+H+AD=AC
or AB+4BC=AC,

because the vectors DC and AD are respectively equal to AB and
BC. Thus the sum of two vectors is independent of the order

# Following the example of Hamilton in his Lectures on Quaternions and in his
of ions, the table of contents of this volume is amplified into an
analysis or commentary to which it may be useful occasionally to refer.

4 It seems to be an unnecessary complication to print a bar (aB) over the letters
which re nt & vector AB. amilton sometimes uses the notation AB to re-
present the length of the vector AB.

J.Q. A



2 ADDITION OF VECTORS. [cHAP. 1.

in which they are added, or the addition of two vectors is a
commutative operation.*

ART. 3. The sum obtained by adding any vector CD + to the
sum of AB and BC (fig. 3), is the sum of CD and AC, or the
vector AD. But AD is%ikewise the sum of AB and BD, that is,
the sum of AB and the sum of BC and CD. And by completing

the parallelogram of which BD is a diagonal and BC and CD are
sides, it appears that AD is also the sum of BC and the sum of
AB and CD. In other words, the same vector is obtained by
adding any one of the three vectors, AB, BC and CD, to the sum
of the other two. This vector sum AD is consequentlysinde-
pendent of the order in which the component vectors are taken
and of the mode in which they are grouped.

The same process applies in general, and the addition of
vectors 18 an associative and a commutative operation. It is
associative inasmuch as the vectors may be grouped into partial
sums in any way; and it is commutative because the order in
which the vectors are taken is immaterial.

ART. 4 Any number of vectors being arranged as the succes-
sive sides AB, BC, etc., of a polygon, their sum is the vector AD
drawn from the initial point of ti(; first to the terminal point of
the last. If the polygon happens to be closed, the sum is a
vector of zero length, or simply zero. Thus, in particular,

AB+BA=0, AB4+BC+CA=0, AB+BC+CD+DA=0.

ART. 5. It is natural, in accordance with the equations just
given, to introduce the sign —, and to write

BA= —AB,

*1In certain systems of vector analysis, the word vector is used in a different
sense, and a vector cannot be determined without reference to its position. The
commutative law then ceases to be obeyed. An example of non-commutative
addition will be found in Art. 21, p. 16.

t In every case, unless the contrary is expressed or implied, the vectors with
which we deal are not necessarily parallel to a plane.



ART. 6.] SCALAR COEFFICIENTS. 3

or to agree that the sign — prefixed to a vector shall convert it
into its opposite (Art. 1). Hence the subtraction of one vector
from another may be regarded as equivalent to the addition of
the opposite of the first vector to the second. Subtraction of
vectors is thus included in addition.

As we can now interpret — AB, it is convenient to use a single
symbol to denote a vector. We shall follow Hamilton’s admir-
able notation, and shall employ the small letters of the Greek
alphabet to represent vectors, using, as a general rule, the earlier
letters a, B, v, etc., for given or constant vectors, and p or o for
variable vectors.

ART. 8. The sum of two equal vectors is a vector of the same
direction and of twice the length. It is natural to write, as in

algebra, 2a=a+a, 3a=a+a+a, etec,
and generally, at least when 7 is an integer,
B=na,

if the vectors 8 and a have the same direction while the length
of B is n times that of a. This result may be extended to the
case in which n is fractional or incommensurable by a process
identical with similar extensions in elementary algebra. The
last article affords the interpretation to be adoptetfe when n is
negative ; and when n is complex (n'+a/—1n"), the difficulties
of interpretation are of the same nature as in ordinary algebra,
and neg not be discussed here.

Further, it is natural to say that the coefficient »n results from
the division of the vector 8 by the parallel vector a, and we
shall therefore write

'n=g, or n=8+a, or n=R:aq,

a8 a consequence of 8=na Also, conversely, whenever the
quotient of two vectors is an algebraic quantity or a scalar*
we infer that the vectors are parallel, and that they have the
same or opposite directions according as that scalar is positive or
negative.

Afa.i.n, if » is an integer and if a and B are any two vectors,
the laws of addition give .

n(a+B)=na+nf,
and by a process of induction this relation may be extended to

#The word ‘scalar,’ synonymous with algebraic quantity, was emil yed by
Hamilton because such a quantity may be conceived to be constructed by *‘ com-
parison of positions upon one common scale (or axis).” Klements, Art. 17.



4 ADDITION OF VECTORS. [cuar. 1.

the case in which » is fractional or incommensurable. More
generally, if z, y and s are any scalars,

2(za+yB)=zxra+2yP,
8o that the multiplication of vectors by scalars is a distributive
operation.

ART. 7. In the calculus of quaternions a unit of length is
selected to which the | of all vectors are referred. The
tensor of a vector a is the number of units contained in its
1 , and is denoted by the symbol Ta. Thus the tensor is a
posxt:ive or ‘_‘ai ess ” number, at least when the vector is real,®
and in particular, Ta=T(—a)

In general, if n is a real scalar,

Tna=nTa if n>0; Tna= —naTa if n<0.

Hamilton also uses the notation Ua to denote a vector of unit

lmﬁ having the same direction as a,and he calls Ua the versor
of the vector . Since the direction of — a is opposite to that of a,

Ua=-C(—a),
and, more generally,

Una=Ua if n>0; Una=-=Ua if n <0.
Also, by Art. 6, a=Ta.Ua,

or a vector is the product of its tensor and its versor.
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Am'.‘& An arbitrary vector OD (or §) may be resolved in one
way into a sum of vectors

to three given and non-
€0) vectors OA, OB and OC (or a, 8 and y).

* For imaginary vectors see Art. 22, p. 30,



ART. 8] EXAMPLES. 5.

Through D draw three planes parallel to the planes BOC, COA
and AOB, meeting the lines OA, OB and OC in the points A", B, C.
Then it is evident from the figure that

OD=0A'+4O0B'+0C’; or OD =20A +yO0B+-20C;
or d=za+yB+2y,
if the scalars «, ¥ and 2z are the quotients of parallel vectors,
£=0A’:0A, y=O0B":0B, 2=0C":0C;
and it is further evident that this construction is unique.

It may happen that some or all of these three scalars are
negative, or some may be zero, but these cases can present no

difficulty.
Ex. 1. Find the vector oc to a point which divides AB in a given ratio.

AC_CB_Ac+cB_f-a_vy-a _lat+mp
[Here m- 0 l+m l3m m T Y lim ]

Bx. 2. If weights {, m and n are placed at A, B and c, find their
centre of mass. '

[The extremity of the vector (la+mfB+ny) :(l+m+n), supposed to be
coinitial with «, 3 and y.]

Bx. 3. Prove that the mean centre of a tetrahedron is (@) the intersection
of bisectors of opposite edges; (b) the intersection of lines joining the
vertices to the mean points of the opposite faces. Show that the former
lines bisect one another, and that the latter quadrisect one another.

Ex. 4 Prove that the vectors +a+ 3+ y when drawn through a common
point terminate at the vertices of a parallelepiped.

Ex. 5. Discuss the arrangement of the extremities of the sixteen coinitial
vectors +a+ 8+y+8. Consider the points with reference to the extremities
of ta, etc, and with reference to one of the points, the extremity of
a+ B+y+38 for example.

Bx. 8. Prove that four arbitrary vectors are connected by a linear
relation, aa+bB+cy+d8=0.
Bx. 7. If three vectors are linearly connected, or if

aa+bf+cy=0,
they are coplanar. Bter=0

Ex. 8.. If aoa+boB+coc=0, a+b+c=0, the points A, B, c are collinear.

Ex. 9. If aoa+boB+ooc+dop=0, a+b+c+d=0, the points a, B, ¢, D
are coplanar.



CHAPTER IL

MULTIPLICATION AND DIVISION OF VECTORS AND
OF QUATERNIONS.

ART. 9. The product of the length of one vector (a) into the
length of the projection of another (8) upon it is denoted by the
expression —SaB

and this function Saf of two vectors is called the scalar of aS.
By similar triangles it follows that (fig. 5)

Saf8 =SpBa,

Fia. b. Fic. 6

and because the sum of the projections of any number of vectors
on any line is the projection of their sum, it appears that (fig. 6)

Sa(B+y)=SaB+Say;
and therefore the function is a doubly distributive function, or
SZaZB=228af.
If the vectors a and y are at right angles,
Say=0,
and conversely.
An equation such as Saf=8y3

implies that the projection of a on 8 multiplied by the length of
B is equal to the projection of ¢ on & into the length of 4.



ART. 10.] SCALAR AND VECTOR. 7

ART. 10. A unit of length having been assumed, let a vector
be drawn at right angles to two given vectors a and 8 so that
rotation round this vector from a to 8 is positive,* and let the
length of this vector be numerically equal to the area of the

arallelogram determined by a and 8. This vector is denoted
y the symbol VaB,
and is called the vector of af.

If the vectors are taken in the reverse order, VBa has the
same length as Vaf, but the direction is opposite, the rotation
being now reversed, so that

VBu=—Vaf.

If an equation such as VaB8=Vy4

A

Frc. 7.

exists, the vectors a, 8, ¥ and § must all be parallel to the same
plane; the areas of the parallelograms determined by a and 8
and by y and § must be equal, and the sense of rotation from
a to 8 must be the same as that from y to & (fig. 7).

Like Saf, the function Vaf is a doubly distributive function.
If B is the component of the vector B at right angles to a it is
obvious that VaB=Vaf, :

a
FiG. 8,

and the tensor of Vaf is equal to the product of the tensors of a
and of B’ (fig. 8).

* The convention ting rotation which is here adopted is the opposite of
that employed by Hamiiton. The axis of a rotation is taken to be in the direction
of the advance of a right-banded screw turning in a fixed nut, and this system is
now known as the right-handed system of rotation (Clerk Maxwell, Electricity and
Magnetism, Art. 23). On the other hand Hamilton calls his system right-handed,
but he takes as the axis the direction from blade to handle o?'a turn screw when
mwgi;g a ‘:;fht-hmded screw into & nut (Lectures, Art. 68, Elements, note to
Art. » accordingly some little care is necessary in comparing Hamilton’s
demonstrations with those of the present volume. Tait uses the modern right-
handed system in his quaternion writings.



8 MULTIPLICATION OF QUATERNIONS. [cnap. 1.

If 8 and " are the components of 8 and vy at right angles to
a, and in the plane of the paper while a is drawn upwards at
right angles to the plane (fig. 9), the vectors Vaf’ and Vay’ will

C,
Va?’
B,

Fia. 9.

lie in the plane of the paper, at right angles respectively to 8’
and y. But TVag': T8 =TVay : Ty'=Ta, and consequently the
triangles OB'C’ and OB, are directly similar. Hence OC, is at
right angles to OC" and TOC, : TOC'=Ta. Consequently

0C,=Va(8'+y)=0B,+BLC,=Vaf '+ Vay'
In this relation we may replace 8" and ¢’ by 8 and vy, so that
Va(B+y)=VaB+Vay; V(B+y)a=VBa+Vya,

a, B, and vy being three arbitrary vectors.

We have now VZa¥B=35Vaf
for any number of vectors, since in particular for four vectors,
V(a+B)(y+8)=V(a+B)y+ V(a+B)é=Vay+VBy+Vas+VSs.

If VaB=0 without having either a or 8 zero, the vector a
must be parallel to B, for the area of the parallelogram deter-
mined by a and 8 must vanish.

ART. 11. The product of the vector a into 8 is detined by the
equation, aB=SaB+VaB,....c.cccoeevrurerrurennan. (B)

and because it is the sum of two doubly distributive parts, it is
likewise doubly distributive, or

ZaZB=ZZap.
The product Ba is not generally equal to aS. In fact
Ba=SaB—VaB because SaB=8SBa, Vaf=—VSa.



ART. 18.] PRODUCT OF TWO VECTORS. 9

Thus multiplication of vectors is not commutative. We speak
of af as the product of 8 by a, or the product of a into 8.

Addin, a.ns subtracting the expressions for the two products
af and Ba, we find

SaB=}(aB+Ba), VaB=4(aB—Ba).

ARrT. 12. The sum of a scalar and a vector is called a quater-
giqn because it involves four independent numbers, such as the
scalar and the three coefficients of the vector when resolved
along three given directions (Art. 8).

Thus the product of a pair of vectors is a quaternion, and
conversely, every ?_uaternion may be expressed as a product of a

air of vectors. If q is a quaternion, if Sq is its scalar part and

q its vector part, so that

9=S¢+Vg;

if a and B are two vectors at right angles to one another and to
Vg, so that Va8'=Vq; and if 83— is the vector parallel to q,
for which Sa(8—8’)=8q, then we have

Vg=VaB because Va(8—-B)=0; Sq=Saf because Saf'=0,
and therefore g=af,

or the quaternion has been reduced to the product of a pair of
vectors.

Scalars and vectors may be regarded as simply degraded cases
of quaternions.

The sum of any number of quaternions we define to be the
sum of their scalar parts plus the sum of their vector parts.
Addition of scalars is associative and commutative, and likewise
addition of vectors (Art. 3). It follows that addition of
quaternions is associative and commutative.

ART. 13. We next define the product of a quaternion and a
vector to be distributive with respect to the scalar and the vector
of the quaternion. Thus

Y9=y(S9+V9)=ySq+yVq, gy=(89+Vq)y=Sq.y+Vgq.y.

The products Vg and Vq.vy fall under formula (B), and we
define that multiplication of a scalar and a vector is commutative,
8o that ySq=38q.y.

Thus we can interpret expressions such as a. 8y or af. y (the
product of @ into the product 8y and the product of the pro-
duct af into y), and we see that they are distributive with
respect to the tlree vectors, so that

Za.3BSy=3233a.By, ZaZB.Zy=3233a8.7y.
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We shall now prove that the products are associative, so that
we may omit the points, and to this end we shall consider the
laws of combination of three mutually rectangular unit-vectors,
1,j and k.

ART. 14 Let any three mutually rectangular unit-vectors,
%, j and k, be drawn so that rotation round < from j to k is
positive.

According to the usual convention, if ¢ and j are in the plane of
the paper, k will be directed vertically upwards, and it is seen at

jﬂ

N

é#
F1a. 10.

once that rotation round j from k to %, and also round & from %
to j is positive (Fig. 10).

We have then, because the vectors are mutually perpendicular
and of unit length,

Sk=8Ski=Sij=0; Si*=S=8Sk?=~1; ..........(Art. 9)
Vik=1, Vki=j, Vij=k; Vkj= —1, Vik= —j, Vji= —k; (Art. 10)
and by formula (B) it follows at once that
P=ft=kt= =1, jk=i=—kj, ki=j=—ik, Yy=k=—ji....(C)
Let us now, as in the last article, form the ternary products of
these vectors. We have by the relations just given
1. jk=1.i==1=k.k=1j.k=1jk,
B j=—j=+i. k=i.y=1¥%,
1.p0==t=+k.j=1.j=1
the points being omitted as they are seen to be unnecessary.
Similarly, for every ternary product of ¢, j and k, the points may
be shown to be unnecessary.
For quaternary products, let 4, x, A, u each denote some one of
the three symbols ¢, j, k, then
CoRAR= L K AR = A=K A (=0 - = KA,

because, for example, ¢. x . Au is & ternary product, as Au must be
414, +j, £k or —1. In this way all products of the symbols
1, J, k are seen to be associative.
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It may be a useful exercise to show that the associative law
enables us to deduce all the relations (c) from Hamilton’s funda-

mental formula (A), 5 _ s _je_ ke 1 oo, ()
For example, i . k= —1 gives jk=1.
BEx. 1. Prove that
Ghmjbi=kij= — 1= - kji= —jik= — k.
Bx. 2. If the symbols i, j, k obey the laws*
P=j=k'=+1; jk=i, ki=j, ij=k; K=-1, ik=-j, ji=-k,

prove that their multiplication is dissociative.
(i2.j=+j but i.ij=i.k=-j.]

ARrT. 16. We can now show that multiplication of vectors is
associative. Let any three vectors, a, 3 and y be expressed in
terms of 4, j, k, so that

a=zi+y+z2k, B=2i+yj+2k y=z"i+yj+2k
By Art. 13,
a.By=333xzi.yjk=3IZxy's"i. jk=ZZZxy' ik,
aB.y=23Zaiyj. ' k=2ZZxy' 7y . k=ZTZay'2 ik,
so that a.By=aB.y=afy,

and similarly for all products of higher orders.

Hence multiplication of quaternions is associative, for a qua-
ternion may be expressed as the product of a pair of vectors.

It now appears (compare Art. 13) that the product of any
number of vectors taken in any given order is a definite
quaternion.

ART. 16. The division of vectors may be reduced to multi-
plication. By formula (B) the square of a vector is

a*=8.a= —(Ta); so that a.Z,I—.—a‘;,=1,
and thus it appears that — a:(Ta)? is the reciprocal of the vector
a, say a”! or ‘11. The vector a-! is opposite to a in direction,

# Mr. Oliver Heaviside bases his vectorial Algebra on these laws. Prof. Knott
(Recent Innovations in Vector Theory, Proc. R.8.E., 1892-3) draws attention to
papers written by the Rev. M. O’Brien in the years 1848-52, in which the square
of a vector is taken to be positive.
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and its temsor is the reciprocal of that of a. We can therefore
interpret products such as

Ba~! and '8,
and the first of these we shall call the quotient of 8 by a, and
denote it by B
2 °r B:a.

The reciprocal of any product of vectors is the product of their

reciprocals taken 1n the reverse order. For if
Q=aBys, @=6-1y"8-%a"},

we have QQ'=1
in virtue of the associative law. Similarly, the reciprocal of a
product of quaternions is the product of the quaternions taken
in the reverse order. Hence every quotient of vectors or of
quaternions is & quaternion; and more generally every com-

bination of quaternions by the processes of addition, subtraction,
multiplication and division is a quaternion.

Ex. 1. Prove that

=_ Syd . -
St~ - rarpy i S7A=0

Bx. 2. Distinguish between the expressions
8B, 108

=.Z an
[These may be written 8y~!fa~! and §fBa-'y~.]

Ex. 3. Prove that
818, 1B (8),

ay a Ye
ART. 17. The conjugate Kq of a quaternion g is defined by
the relation Kq=Sq—Vq.

If then ¢g=af, we have Kqg=pa (Art. 11), and
9Kg=affa=a’f'=Kqq=Ta"TS* (Art. 16).

rs of the vectors into which a quaternion
independent of ar:iy particular selection
id Vg are independent of any particular
square of this product is
—Vg)=(8q)*—(Vq)*=Kgg=(Tg)",
product of tensors, the tensor (Tq) of
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Again,
¢g=aB=Ta.Ua.TB.UB=TdTB.UaUB=Tq.Ugq
and Ug=UdaUR is called the versor of the quaternion. If r—rq
is the angle between the vectors a and 8, which is less than two
rifght angles and measured from a to 3, we see by the definitions
of Sq and Vg that (Arts. 9 and 10)
Sq=Tqcos q, TVg=Tgsin .q.
The angle rgq is called the angle of the quaternion, and is
independent of any particular set of vectors a, 8.
A plane at right angles to Vg is called the plane of the
quaternion and IFVq is called the awxis.
Ex. 1. Prove that Kg=w—1ix—jy—kz,
Tg=aJ(*+ 23+ +33),
TVg=(=*+3*+77),
UVg=(+ix+jy+kz): J(+ 22+ +2%),
Ug=(w+iz+jy+k2) : \J(W+ 22+ 33 +22),

2yt 422
VU =Nars7
where g=w+ix+jy+ke. .

dﬂx. 2. Write down the analogous functions of K¢ in terms of z, y, ¢
and .

Ex. 3. Prove that a!3=K. Ba~.

Ex. 4. What is the nature of ¢ if g=Kg? If g=—-Kg?

ART. 18. We can always reduce a quaternion to a quotient of
vectors (Arts. 12, 16), and write
q=€=(£, q=%g—§, Uq=gg—§, Sq=%%, Vq=g—f, Lq=AOB,
the line BA’ being drawn perpendicular to OA.

Thus the shape of thg triangle AOB is constant for a given

uaternion. From this point of view, a quaternion is called by

ghmilton a ratio of vectors, as it depends on their relative
magnitudes and on their relative directions.
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It is not difficult to show that the conjugate (see Fig. 12)

OB’ . OB
Kq=OA if 9=ox’
for q+Kg=2Sq, ¢—Kg=2Vq.

The triangle AOB’ is inversely similar* to AOB.

Fic. 12

ART. 19. Conversely, if the product ga is a vector 8, it is
evident that a and 8 are both at right angles to Vg. And if a
is any vector at right angles to Vg, ga 18 a vector making a
constant angle (~q) with @, and having its length Tq times
of a. In other words, regarding the quaternion as an operator,
it turns vectors in its plane through a given angle, and alters
their lengths in a given ratio. In particular we may regard a
vector as turning vectors at right angles to it through a right

le, and altering their lengths proportionately to its own.
a.n%'he versor Ug turns vectors in its plane through the angle . q
but leaves their lengths unaltered. The tensor Tq alters the
lengths of all vectors in a given ratio. The total effect produced
by ¢ on a vector in its plane may be considered to be effected in
two stages or at once as indicated by the relation

B=¢a=Tq.Uq.a=Uq.Tq.a.

ART. 20. The results of articles 18, 15 and 16 afford an ex-
tremely elegant construction for the product of two quaternions
&:nd 7. Take any vector OB along the line of intersection of

planes of the two quaternions. Make the triangle BOC in

Viat we directly s Beures in & phant mppons 10 bave e s Shapes v
o di in & to have the same ; while
dt‘hwdydmihrﬁgummhntheumdupeuthemﬁmﬁmdm
. * ‘ﬁ.u'.
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the plane of » similar to the triangle determined by » (Art. 18);
make AOB in the plane of %simllar to the triangle of ¢; then,
by the associative principle (Fig. 13)

oc (_oc OB

=—\=F "= 2. -l. . -1 o
™=5a\"0B 0a_ 0C-0BT.0B.0A )

1
>,

Fic. 13. Fi1a. 14.

If the triangles BOA’ and C'OB are respectively coplanar with
and similar to AOB and BOC, the second product is (Fig. 14)
rmQA(_OK 0B
"=5c\= 0B 0oc/
Ex. 1. Prove that K(r¢)=KgKr,

[Take c, on oc and A, on oA so that c,0B and Boa, are inversely similar to
Boc and AoB, and the triangle A,oc, is inversely similar to coa. Art. 18.]

Ex. 2. The J)roduct of the conjugates of any number of quaternions is
the conjugate of their product in reverse order.

[(By Ex. 1, K(p. gr)=K(gr) . Kp, etc.]

Ex. 3. Show that
Spipsps...pa=4[p1p2... Pa+ KpKp,1... Kp1],
Voupeps...pa=%[p1ps... pn —~ KpuKpn-1... Kpr].

Bx. 4. If a)a;...a, are n vectors, and if Ila=aycs...an I'a=a,ap-...ay,

show that
SIa=4Ila+4(-)"Il'a,
VIla=}la- §(- P Ile.
Bx. 5. Prove that
8pg=8gp; TVpg=TVgp; Lpg=iqp.
Ex. 6. Prove that pKg+¢Kp=28.pKg=28.¢Kp.

Ex. 7. Prove that the tensor of a product of any number of quaternions
is independent of their order.
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Bx. 8. Prove that the versor of a product of any number of quaternions
is the product of the versors taken in the same order.

Ex. 9. Show that three quaternions cannot in general be reduced
simultaneously to the forms

=% =} r=£.

Ex. 10. Prove that the scalar of a product of any number of quaternions
is unchanged when the quaternions are cyclically trans,

Ex. 11. Prove that the tensor of the vector part of a product of
quaternions remains unchanged for cyclical transposition.
Bx. 12. Prove the identity
(0w — 22 -~ yy' — 22" B+ (w02’ + Wz +ys — y's)
+(u + 1y + 28 — L2+ (' + e+ 2y — TP
=(10 4224+ 4 ) (0 + 2+ y 2+ 1),

[See Ex. 1 of this series and Ex. 1, Art. 17. This identity is of historical
interest as regards the discovery of quaternions. See Graves's Life of Sir
William Rowan Hamilton, vol. ii., p. 437.]

ART. 21. The multiplication of versors, to which the multipli-
cation of quaternions may be reduced by separating the tensors,
admits of a simple spherical representation.

K
C
Ur
B8
Ugr
Urg Ug
A c
Fia. 15.

A versor is represented by a directed great circle arc belonging
to a definite great circle (the plane of the versor) and having a
definite length (the angle of the versor). From the figure
(Fig. 15)

OC OC OB
Urg=5x=08 " oa~ V04
Uara OA'_OA’ OB
9"=oc=0oB oC

The spherical triangles ABC and A’BC’ are inversely equal.
ion recalls the construction for the sum of veetors,
e to write

BC+AB; CA'=BA'+CB=AB+BC.

=UqUr.
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This addition of vector-arcs is not commutative, for A’ is not
generally e?ual to AC—equality of these vector-arcs requiring
equality of length, similarity of direction and coplanarity.

Two quaternions are commutative in order of multiplication
if, and only if, they are coplanar. A necessary condition for
commutation is that the arcs AC and A’C’ should belong to the
same great circle. If OB is not coplanar with this circle, B must
be its pole. In this case the angles of the versors are right, and

the versors are unit vectors. But a glance at the ﬁfure shows
that the versor products have oppositely directed angles, and the
products are therefore unequal (compare figs. 15 and 16).

For coplanar versors, the arc AB=CD in fig. 17, and

OC OB OC OD OD OC
UrlUe=55=0a 02~ 08 ~oc 0B~ V4"

b B8
| /
A (o)

o A
Fre. 17. . F1a. 18.

That the square of a right versor is equal to negative unity is
well illustrated by fig. 18, for which

0B\?! OA’ OB _ 0A’
(O_A) =0B 0A—0a_ 1
the vector OB being perpendicular to A’A.
JQ B
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Replacing Ury in fig. 15 by Up, we have the new figure (fig.
19), sinoeufT YI ! and Ugr=Ugpq-'. The point Q is the
pole of the versor Uq or the extremity of the vector UVyg.

The ares AC and A’D are equal, and equally inclined to the
great circle ABA’ since the angles of the tnangles ABC and A’BC’
are equal. Thus AC may be changed into A'D by a rotation
round Q through the angle AQA’, double the angle of the quater-
mon The vector UV to the pole of the arc ACis ormed

(e)q“ by the same rotation. Now Vgpg-'=q.Vp.q~!
heeause (g-Sp.qH)=0, S(q-Vp.9"H=0, and y a
conical rotation round the axis of ¢ and through double its angle
changes an arbitrary vector p into the vector gpg -

Bx L If or is the vector from a fixed ttoa tina body,
rotation of the body round an axis oQ= \‘sunthmnghp:lnnangle;lf;dm
the puint P to r, where oF' =g.or. gL

Bx 2 The displacement produced by the rotation is

r=g.or.q"!'-oP.

Bx & A translativa of the bady carries a point from P to P’, where
rr”=J is the same for all puints of the body.

&.-L If the body is first rotated. as in Example 1, and then transiated

the displacement of r is
d+qg.or.g l-op:

while if it is Grst transhated and then rotated, the displacement i
¢(S+or)gt—or.
Bx S If the budy i first rotated aboat one axis og and then about
o or'=ng.or.qtrt=rg.or.(rg)"
Bx & U&eimmumwnmnd.thmdthmr
s r”, where " =g irg.or.q-'rty.

Bx. 7. A bodr receives rotatioms aboat two intersecting axea.  Prove
thar the crder in which these rotations are effected is of importamoe.

[The displacennents of a point are
woor . rigl—or and np.or. g lri-ar,
and these are different uaboss gr=rp, bat them the quatersxes are

coplanar and lmhh*rds-_a-ith—:n]

e - el
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Ex. 8 Find the reflection of a body in a plane mirror. _

[The point o being on the mirror, which is perpendicular to A, the vector
A.op.A"! is the result of rotating op through two right angles round the -
normal. Reversing the direction of this vector, the vector to the image of
the point P is or’'= - A.oP. A"1]

Bx. 9. Successive reflection in two mirrors is equivalent to a rotation
round the line of intersection of the mirrors through double the angle
between the mirrors.

[Here —p(—-A.oP. A N)pl=+pul.or. A 'u'. Also LpA=0,
where @ is the angle between the mirrors, and 22 pA =26.]

Ex. 10. Given three lines intersecting in a point, it is required to draw
three planes, each through one of the lines, so that the lines of intersection
in one plane may be equally inclined to the contained line.

When is the problem indeterminate ?

[Let a, B, ¥ be the vectors of the given lines. The sought lines of inter-
section are VfBuy, VyfBa, VayB. Compare Art. 31, p. 31.]

ArT. 22. The laws of combination of the five symbols
S, V, X, Tand U
may be summarized in the symbolical multiplication table :
s vV K T U

SIS o0 S T SU
vfio Vv -V o0 VU
KisS -v 1 T KU
TS TV T T -—-
Ul — UV UK — U

to be read from the left. For example, the tensor of the vector
of a quaternion is TVgq; the scalar of the vector is 0; the
tensor of the scalar is +Sq according as Sq is positive or
negative. A positive scalar may be regarded as the quotient of
two vectors having the same direction; for a negative scalar
the directions are opposite. Hence we may write USqg=+1
according as Sq is positive or negative. The versor of a zero
quaternion must be regarded as arbitrary, unless we know a
law according to which the quaternion diminished indefinitely,
TUqg=1 =U'lgq for all quaternions. The versor of the conjugate
and the conjugate of the versor of a quaternion are easily seen
to be equal to one another and to the reciErocal of the versor.
The symbols T and U are not distributive like the symbols S, K
and V. Apart from change of sign, it is easy to see that the
only new combination arising from further repetition of the
symbols is TVUgq (=sin rq).

It is necessary to make some convention concerning the notation
to be employed when we wish to denote for example the square
of the scalar of a quaternion ¢ or the scalar of the square of the
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quaternion. There can be no mistake if we employ brackets and
write (Sq)? for the square of the scalar and S(g¢®) for the scalar
of the square, and whenever there is the least fear of confusion
brackets should be used. One of the great advantages of
quaternions is the extreme brevity of the notation. Another
and still greater advantage is its great explicitness, and this
should never be sacrificed for the sake of a few brackets.
Hamilton writes S . g% for the scalar of the square and Sg? for
the square of the scalar whenever there is no fear of confusion,
and he uses the notation V.gq? and Vg? in a similar sense and in
conformity with the established notation d.x? and da® for the
differential of 2? and for the square of the differential of .
Some eminent authorities, Tait for instance, in conformity with
the notation cos?z =(cos z)?, write S?q instead of Sq? though in
strictness this would mean S.Sq (=Sq). But considering the
enormous care Hamilton took with his notation we prefer to
abide by his convention. No confusion can arise with respect
to T.q* or Tq® or (Tq)? for the tensor of the square is the
square of the tensor, and similarly U.q¢*=Uq¢*=(Uq)® and
K.¢*=(Kq)*=Kq®. The expression Sp.q means the product of
Sp into ¢, and it is well when possible to write this in the
equivalent form ¢Sp, while S. pq is the scalar of the product pq,
but if the expressions are at all complicated, it is safer to write

(Sp)q and S(pg).
An imaginary quaternion
Q =p + ‘\/—_1 oq,

where p and ¢ are real quaternions and where + —1 is the imaginary symbol
of algebra regarded as a scalar commutative with all quaternions, is called a

biquaternion by Hamilton. Similarly he calls imaginary vectors (a++4' —1. 8)
bivectors and imaginary scalars, biscalars. No ambiguity attaches to

8Q=8p++/=18g, or to V@Q=Vp+/-1Vg,
and the only ambiguity in TQ is one of sign, and this Hamilton removes as

follows. e writes
TQ=xz++-1.y,

where z and y are real scalars and where x is positive, and in order to
determine x and y he employs the relation (Art. 17

(TQ)=@KQ=pKp—gKq+V-T(pKg+gKp),
or (TQP=Tp - T +2/ = 18. pKg=23-gy* + 2/ — 1.2y,
observing that ¢gKp=K.pKg, so that the imaginary part of (TQ)* may be
written 2/ -18.pKyg, or 2/ -18.¢Kp.

Equating reals and imaginaries we find, from
22~ y3=Tp'-Tq?® and 2y=S.pKg,

that the real positive value of x is

2=(}(Tp* - Tg) + [(Tp* - Tg?) +(8. pKoy .
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It may happen that T(QQ) is — TQT¢ instead of +TQTE where @ and ¢
are biquaternions. In other particulars ambiguity does not arise.
The tensor of a biquaternion may vanish, and in this case we have an
equation such as
Q' =0, .

where @ =K@ without having either @ or € zero. The conditions are
Tp*=Tq? and S.pKg¢g=0,

and when these are satisfied, the biquaternion @ is called by Hamilton a

nullifier. A few examples will be found in Chap. IV.; and the Lectures

on Quaternions (Arts. 669-675), from which this account of biquaternions has
been taken, may be consulted with advantage.* :

Ex. 1. Prove that combinations of the symbols prefixed to ¢ lead to one
or other of the following :
Sq, Vg, Kq, Tq, Ug; TVg, SUq, VUq, TVUq, (Ug)!, UVq.

Ex. 2. Express these functions in terms of z, , 2, w, 7, j and k. (See
Ex. 1, Art. 17, p. 13.)

Ex. 3. Express these functions in terms of the tensor, axis and aungle of
the quaternion.

Ex. 4. Show that the vectors UVpg and UV . UpUg are identical.

Ex. 5. If a, B and y are vectors, prove that V is a redundant symbol in
8.aV. By.

Ex. 6. Find the difference of the expressions S. pgr and S.pV . gr.
Bx. 7. If UVp=VUp, prove that Sp=0.

Ex. 8. What inference can be drawn from the equation V¢g=VUg? and
what from Vg=Uqg?

Ex. 9. Prove that
T(y+B)> £(Ty-Tp) unless Uy=-TUp,
and find the relation in the exceptional case.
Ex. 10. Show that
Tq+Tp>T(q+p) unless g=ap, £>0.

Ex. 11. Show that
Tq+S¢>0 unless <g=r.

EXAMPLES TO CHAPTER II

Bx. 1. Prove that V(a—)(«+8)=2Vaf and assign the geometrical
interpretation.

Ex. 2. Show similarly that S(a - 8)(a+ 8)=a3— 32 and interpret.
Ex. 8. Under what conditions is (a+ B)(a - 8) equal to a3 - 52?7

*Clifford uses the word biquaternion in another sense, and Prof. A. M‘Aulay
has rechristened Clifford’s biquaternions, and has written a large book entitled
¢ Octonions: a Development of Clifford’s Biquaternions.” (Cambridge, 1898.)
It does not seem to be unreasonable to retain Hamilton’s convenient word for the
purpose for which it was coined.
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Bx. 4. Establish the identity connecting three quaternions,
P+@+r’=pgr+qrp+rpg, where p+g+r=0.
Bx. 6. If the relation
1 1 a-f
B e B
connects two vectors a and f3, prove that a8~'a~'=[-! and show that the
vectors are parallel.

Bx. 6. Reduce any two quaternions » and ¢ to quotients of vectors
having a common denominator, or in other wonfa, find three vectors a, 3
and 7y, so that

B q=7—.

a’ «

Bx, 7. Prove that the relations

P=

p+q=B}7s p-9=BT_Y, where P=§ =L

o’ a
are consistent with the definition that the sum of quaternions is the sum of
their scalar parts plus the sum of their vector parts.
EBx. 8, For any two quaternions
g r)=(r2)r; glgen)tr=(t2g )
Ex. 9. The sign V is superfluous in S.aVBy. Is it superfluous in
8. op=?
VBy
Ex. 10, The second vector a may be omitted from Va(a+8). May it
be oniitted in Va~'(a+ f3) or in Va(a+f3)1?
Ex. 11. Contrast, where necessary, the four expressions,
S Vag s a3 Vag S af,
¥8 TVy® TVyd Ty
Bx. 12. The laws of refraction of light from a medium of index # into
one of index n’ are comprised in the relation
nVva=nVva,

where v, a and « are unit vectors along the normal, the incident and the
refracted ray, respectively.
(a) From this relation,
W' =vJ(n?+ n¥Vva?) - avVya.
Ex. 13. It is required to find a quaternion ¢ and vectors a, 3 and ¥, so
that if @, b and c are three given quaternions,

ag=a, bg=P, qq=7.
(a) Show that 7 b=f, I

B ¢ 7 a a ;
and explain how a, 8 and y can be found from these relations; the tensor
of one vector (a) being assumed. (Robert Russell.)



CHAPTER IIL

FORMULAE AND INTERPRETATIONS DEPENDING ON
PRODUCTS OF VECTORS.

ARr. 23. It is often useful to consider a vector as representi

a directed area. Assuming any two vectors a, 83, so that Vaf
may equal a given vector y, we may regard - as representing the
directed area of the parallelogram determined by a and S—there
being as many units of area in the parallelogram as there are
units of len K in y. The shape of the area represented by a
vector is arbitrary as well as its position; its magnitude and

t are determinate. For there is obviously no reason why
this representation should be confined to the areas of parallelo-

grams.
Ex. A force is represented in magnitude and line of action by the line aB.
The moment of the force at the point o is represented by
V.oa.as.

ART. 24. The scalar of the product of three vectors is the
volume of the parallelepiped having conterminous edges equal to
the vectors.

. The transformation

S.aBy=S.a(VBy+SBy)=S.aVBy
shows that this scalar is equal to the scalar of the binary product
of a into VBy—that is, it is the negative product of the projection
of a on the normal UVBy to one face into the area of that face.
If rotation round a from B towards vy is positive, the volume is
—Sapy, for the angle between a am‘iy UVRBy is then acute, and
SaUV By is negative. :

Ex. 1. If Saf8y=0 the vectors are coplanar, and conversely.

Ex. 2. Prove that interchange of any two vectors changes the sign of
8af8y.
Ex. 3. Prove that
8afy=8ad'a” if B=ra+a', y=ya+za'+a"
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Ex. 4. Prove the identity,
S(8- a)(8 - B)(8~)=58y8 ~ Sayd+Suf8s ~Say.
Bx. 5. Prove that +SaB.Ac.AD is six times the volume of the tetra-
hedron AsBcp.
ART. 25. The formula

V.aVBy=9SaB—BSya .....c..cvvvennenn.n (1)

is very important owing to its frequent occurrence. Since the
vector on the left is perpendicular to VBvy it must be coplanar
with 8 and y—that is, it must be of the form #8+yy where x
and y are scalars. But the vector is also perpendicular to a.
Therefore Sa(x8+yvy)=0, so that the ratio of = to y is
determined ; and the vector must be parallel to
w(BSay —ySaf).
It remains to determine w to satisfy
V. aVBy=w(BSay—ySap).

Multiply by ya and take the scalar part of the product, and we
have
S.yaV.aVBy=wSyaBSay=Sya(aVBy—SaVBy)=—SyaSaBy,
so that w= —1.

The proof here given is merely illustrative of a general method.
Hamilton’s proof is as follows. Since

2V.aVBy=aVBy—VBy.a=a(By—SBy)- (By—SBy)a
=afy—PBya;
on adding the pair of cancelling terms Bay— Bay, we have
2V . aVBy=(aB+ Ba)y—B(ya+ay)=2ySaB—28Say.
Adding aSBy to each side of the formula, we find the relation
V.aBy=aSBy—LBSya+ySaB, .......ceuvu.. (1L.)

which is occasionally useful.

Ex. L Prove that

V. VafVy8=u8By8 - BSayd=08SaBy—ySafs.
Ex. & Provethat S.VafBVyd=8a3SBy—SaySps.

nmon edge of the planes parallel to

el to Vo3 and Vyd.]
'=—(SaBy).

BSyap+vySaBp ...cocoeunnnn. (L)

les us to resolve a vector alon

3 not all in the same plane. It
last article.
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Otherwise assume, as we may, provided SaSy is not zero,
p=xa+yB+zy,

and operate by S8y (that is, multiply by By and take the scalar
of the product). 'l}llxis gives SByp=1xSaBy.
Another valuable formula is

pSaBy=VBySap+ VyaSBp+ VaBSyp, ............(1L)
which enables us to resolve a vector p into components at right
angles to the planes of a8, By, and of yu. Assuming
p=aVBy+yVya+2zVaB
and operating by Sa, S8 and Sy, the unknowns x, y and z are
found.
Ex. 1. Prove that uS8B8yp+ B8yap+ySuBp=0 if Safy=0.

Here aa+bB+cy=0, where a, b, ¢ are scalars. Operate by Va, V8
and Vy in turn, an(i:y we find VBy: a=,V7a :b=Vaf:ec.]

Ex. 2. In the same case, VBySup+ VyaSBp+ VafSSyp=0.
Ex. 3. Eliminate p between the equations

Sap=1, SBp=1, Syp=1, S§p=1.
Ex. 4 Eliminate the scalars x and y from the relation

azy+ Br+yy+8=0.
ART. 27. To resolve a vector along and perpendicular to a
given vector, observe that
P=XN.A1p=ASA"1p+AVA-1p i (L)

In case the essentials of a problem turn on two vectors a and
B, put A=Vap, and the transformation

p=VaBS(VaB)-'p+aSB(VaB)'p—LSa(VaB)-lp ...(IL)
will often be found useful. (Compare Art. 25.)
An expression of an analogous type is

p= SpaB—aSBp +,BSup.

Vaf
ART. 28. The squared tensor of 8—a is
T(B—a)=TB*+28aB+Tu® ................... (r)
for (B—a)=82—-Ba—aB+d>

Hence for a plane triangle
a’4b%?—c®=2ab cos C.
The identities VaB=Va(B8—a)=VB(B—a)
lead to the remaining fundamental formulae of a plane triangle,
sinA_sinB_sinC

« b ¢
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Ex. 1. If T(p-a)=T(p+a), prove that Sap=0.
Ex. 2. The equations
L_K%. sfL~"%_9; = . To=
. KP, Sp+a 0; T(at+ap)=T(aa+p); Tp=Ta
are consequences one of another.

EXAMPLES TO CHAPTER IIL

Ex. 1. If V.ga=0, where ¢ is a real quaternion and a a real vector,

show that
S¢=0, Vg la

Ex. 2. The relation V.ga=V.d'q implies a?=a", and 8.(a—a')Vg=0,

where 8¢ does not vanish. It may be written in the form
(a—a')Sg=V .(a+a)Vgq. .

Ex. 3. Provided Sq is not zero, the relations a’=gag'and V.ga=V.a'q
are equivalent.

Ex. 4. If o’=qug™}, the quaternion ¢ is expressible in the form

Tty

ata
where r and y are arbitrary scalars.

Ex. 5. The rame (uaternion may also be written
g=u+r(a+a’)+uwVad',
provided a single relation connects , v and . Find it.

Ex. 6. If o'=qgag! and '=¢Bq¢"", show that to a scalar factor

14V @=a)B-P)
=1t @ Fa) (BB

Verify that this agrees with the expression given in the last example.

Ex. 7. If three vectors a', 8, y' are derived by a conical rotation from
three others, a, 8 and y, prove that it is possible to determine scalars x,
v and 3, so that

r(a' —a)+u(B - B)+:(y' -y)=0.

Ex. 8 If a. 8 and y are any three vectors, and if ¢ is any quaternion,
we shall have

S.gag '8y +S.9Bq 'ya+S.qyg laB =S.¢ 'agBy +S. 97 Bgya+S. g7 ygap.
Bx. 9. If three vectors satisfyv the relation

(aBy)= - a2,

they are mutually at right anglex. If they satisfy
(aByP= +a*8%?,
they are coplanar.
Bx. 10. Given that Vafy3=0. prove that the four vectors are coplanar,
and show that the condition is equivalent to
r“==rg
luterpret this result.

Bx. 11. In any product of coplianar vectors a,amaya, ... o, it is allowable
to transpose among themselves in any way the vectors with even suffixes
and also to transpose the vectors with odd suffixes among themselves.



CHAPTER 1IV.
APPLICATIONS TO PLANE AND SPHERICAL TRIGONOMETRY.

Coplanar Versors.

ART. 29. In dealing with rotations in a plane, let « be a unit-
vector perpendicular to the plane, and let angles be measured in
the sense of positive rotation round « If

Ug=cos A4(8In A, ..cccevrnrnininieiinnnnnns (L)

the versor Uq has its angle equal to A, provided A is less than
two right angles, and generally whatever magnitude the angle A
may have, .g=A+m= where m is an integer. Hamilton calls
A the amplitude of the versor Ug, the new name being intro-
duced to avoid any confusion as to what is meant by the angle
of a versor. (Compare Art. 17, p. 13.)

It follows from the laws of multiplication of quaternions
(Art. 21, p. 17)-that

U(gr)=cos(A+B)+:sin (A+B) ()

if Ug=cos A+:¢sin A, Ur=cos B+sin B,} e
provided A and B are less than two right angles, and this result
evidently remains true when A and B are any angles whatever.
But in full, since &= —1,

Uq.Ur=(cos A+ sin A)(cos B+ ¢sin B) 1(“1)
=cos A cos B—sin A sin B+ (sin A cos B+4cosAsinB),[*

and therefore on comparison with (11.), since U(gr)=Ugq . Ur, we
obtain the formulae for the expansion of cos(A+B) and of
sin(A + B) on equating separately the scalar and the vector parts.

The angle o? (Ug)" is m times that of Ugq, provided n is an
integer and n.q<a; and generally when « 1s an integer, the
amplitude of (Uq)" is n times that of Uq. If the amplitude of
Ur is one m'® that of Ug, and if the two versors are coplanar, Ur
is one of the m®™ roots of Ug; or we may writc

Ur = (Ui eeveemveereseeneeseerere. av.)
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More generally the amplitude of (Ugq)™ is nﬁz that of Ug, and in

a similar manner we can interpret the expression (Ug)?, where «
is any scalar, as a versor coplanar with Ug, and having its ampli-
tude z times that of Ug. If A is the amplitude of é , We may
write \

Ug=1t", vveeeirireevrrirnrnnsinnnnnn( V)

for the amplitude of Ug is 2:;‘- times a right angle, and the ampli-
tude of ( is a right angle ; and still more generally, any quaternion
may be expressed as a power of a vector,

g=d', where a=TUVgq.Tq¥s, t=2$1. vereeeeennnas( VL)

Concerning the n'® roots of a quaternion ¢ which are coplanar with it, it
must suffice to remark that these are n? in number, being the solutions of
the equations,

_n.n—-l e g, 0-n=1.2-2.0-3 _ ., _
Py VY T g4 © Ytee=a, (o1t
Ry m.m—1.2-2 _ 4 _
1% T.2.3 7 ¥tete=b,
if g=a+tb and Vg==x+y, since a+b=(x+y)*;

80 that in addition to the » real quaternion roots whose amplitudes are

2 1 +2(n - l)1r,

1 1
e Ot & e . ceerrneeraeeneaa (virL)

there are 2(n - 1) imaginary quaternion roots corresponding to the imaginary
solutions of the equations (viL.).
The exponential e, where ¢ is a quaternion, is defined by the formula,

3
1.2.3
and because quaternion multiplication is not commutative,

- ¢, 7 :
a=1+g+7 5+ Fete.; covvirninniniiininaad (1x.)

=P 5T, _s{p+e"
e’.eG—E.”.En is not eP+9=3 [ e (x.)

unless ¢ happens to be coplanar with p. In general, however, because Sg,
Vg, ¢ and Kq are commutative in order of multiplication,

=65, V9, eKi=¢6~V9, e1eKT=BieVe- Vo=,
and also by the definition of e? it follows that
Ket=ekt; AKaA=¢1*K1=¢>%,
and thus Tet=e%, Uet=¢"9=cos TVq+UVgsinTVg,................. (x1.)

substitution in (1x.) and separation of the scalar and vector parts affording by
the known formulae for the expansion of a sine or cosine the second expres-
sion for Ues,
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If we write g=log ¢, where ¢'=e1=¢"8%, .. ....cccccoenint . (x11.)
we have by (x1.), Slogg'=logTy¢’, Vlogg'=log U¢;
and generally if p and ¢ are any two quaternions, we may define
PU=€VRP (x111.)
but as we shall not require much, or indeed any, acquaintance with the
logarithm or exponential of a quaternion in the sequel, we refer to Hamilton’s
E’EMM: of Quaternions for further details.
Bﬂx. 1. Prove that a+8+v/—1 is a square root of zero, where Tu=TS,
Saf3=0.
[See Art. 67, Ex. 1.]
Bx. 2. Show that a product pg may be zero without having p or ¢ equal
zero.
[If pq is a scalar, ¢ must be proportional to Kp. The squared tensor of
=Tpi+pis zero. (Art. 22, p. 21.)]
Bx. 3. Show that a quaternion ¢ satisfies an equation of the form
¢*+2rg+y=0 when x and y are certain scalars.

Spherical Trigonometry.

ART. 30. If @, B and y are three coinitial and unit vectors
determining a spherical triangle ABC, the whole doctrine of
the spherical triangle is contained in the relation

B a vy

—e— o =L, teiieitenicicitcnsicnsiiencaes I
a'y B (1)
c'
r‘\

,‘, C \\‘

! B |

W i |

A\r ______

F1e. 20,
The vectors
a=UVY=UVBy, =UVya, y=UVaf,

B

terminate at the vertices of the polar triangle, rotation round
these points from A to B, from B to C and from C to A being

itive; and in terms of these vectors the equation may be
written in the forms,

aé . $=K%; (cosc+y sinc)(cosb+ B sinb)=cosa—a’sina. (IL)
Observing that rotation round OA from C' to B’ is negative,
the versor
¥'B' =co8(x—B'C’)—asin(x—B'C)=cos A—qsin A,
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and thus on expansion of (IL.), we have
cos ccosb+v sinccos b+ B'sinb cosc+sinbsinccos A

—asin Asinbsinc=cosa—a’sina. ............... (11L.)
The scalar part of this equation gives the fundamental relation
cosa=cosbcosc+sinbsinccosAj;............... (1v.)

while the vector part is
asin A sinbsinc=a’sina+ 3 sinbcosc+y sincecosd. ...(V.)
Operating by Sa on this vector,
sin A sin b sin ¢= —sin aSaUVBy= —Safy,

sothat  SnA_sinB_sinC_ _  Safy o
sinag sinb sinc  sinasinbsinc
Now (compare Art. 17 and Art. 25),
1=T(aBy)?

=(SaBy)*—(VaBy)*=(SaBy)*—(aSBy — BSya+ySdB)*
= (SaBy)~(eSBy* +B'Sya® +*Saf* — 258ySyaSaf),
and accordingly, in terms of the sides of the triangle,
—SaBy = +(1 —cos®a —cos?b —cos’c+ 2 cos a cosbcosc)*, ...(VIL)
and thus the remaining fundamental relations are established.

22 2 %

BEx. 1. Prove that aTfBiyT =-1,
rotation round a from § to y being supposed posmve .
[For the supplemental triangle Pl %, . %,:: 1, §=72- ¥, etc. (compare
Art. 29 (v.)).]
Bx. 2 Deduce the relations
€08 C +CO8 A CO8 B=C08 ¢ 8in A 8in B,
ysinc=asin Acos B+ (sinBcos A+ Vafsin Asin B

Bx. 8. If p is any lYoml; on the surface of the sphere and q the foot of
the perpendicular let fall from this point on the side aB, prove that

€08 PC 8in C==C08 PA 8in A c08 B+ 08 PB 8in B cos A +8in PQ8in ¢ 8in A sin B.
Bx. 4 Taking P at the centre of the circumscribing small circle, prove
that 2 cot Rsin 4 T=sin Asin Bsinc,
where R is the radius of the small circle and where £ is the spherical excess.

Bx. 5. Show how to represent versors and their products by versor
angles analogous to the versor arca of Art. 21, p. 16.

E2)
[By Ex. 1,y ° =a'B' so that if the versor a¥ is represented by a
directed angle A at the extremity of the vector a, and if B' is similarly
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represented by a directed angle B at the extremity of 3; the product is
represented by the directed external angle = —c at the extremity of y.

c
Jpq

Fia. 21.

To construct the product of two versors p and ¢ on this plan, let A be the
extremity of UVp, and B of UVg. Draw the great circle AB, and the great
circles ac and Bc making the angles Lp and Lg with AB, and intersecting in
the point c, round which rotation from A to B is positive. Then pg is
represented by the external angle at c. To construct the product qtp, #
point ¢, must be similarly found below aB, so that rotation round it from
B to A is positive. The method may be extended to spherical polygons
(Elements of Quaternions, Art. 313).

ART. 31. In his fifth and sixth lectures and in Art. 297 of the
Elements of Quaternions, Hamilton has developed at consider-
able length a curious and interesting theory connected with the
“ fourth proportional” B.a,~'y, to three given vectors and with
the area of a spherical triangle ABC, whose sides are bisected in
A, B, and C, by the extremities of these vectors,

The vectors a, 8, and y terminating at the vertices of ABC, and

Fia. 22,

A, B, C, being the middle points of the sides of the triangle, we
have the relations,

i a_(a\} !
a_ﬁt=a1’=(%); %=,§,=(;’) H %=3=(§) 3 eeveesseseas (r)
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and from these relations or directly, we find

v=aBa,"}, a=By8,"Y, B=vyay, " ccorreeenn (1)
Hence a=:3ﬂ,%a%"a,“.3,"=/3,a,“v,a7,“a,/3,"=P“'P-l} (1)
if p=Ba, 'y, '

is the “fourth proportional” to B, a, and y,, so that the conical
rotation produced by p( )p-! leaves the vector a unchanged, and
therefore +a is the axis of the quaternion p.

Again we have
P'Y,P_l =B/al-l * Y: M alﬁl_l'

so that the conical rotation in question produces the same effect
on the vector y, as the conical rotation round P—the pole of the
great circle A B,—through twice the angle of 8.a,-!. And because
the point C, can be converted into the extremity of py,p-! by a
rotation round P or round A, this extremity must be the reflection
of ¢, with respect to the great circle PA. Thus the angle of the
quaternion p is CAL if +a is its axis, while it is CAP if —a is
its axis, and we proceed to show that the former alternative
is true.

The %)int P being the pole of AB, the angles L and M are
right. Taking CN perpendicular to AB, it follows that the
triangle NCB, is equal to LAB, and that NCA, is equal to MBA,,
for NCB, has the side BC, the angle CBN and the right le
CNB, equal respectively to the side AB, the angle ABL and the
right angle ALB of the triangle ALB. Hence AL is equal to BM,
both being equal to CN; the triangle APB is isosceles, its equal
sides being complements of AL or BM; and the equal external
angles CAL or CBM of this triangle are equal to $(A+B+C),
CAL+CBM being A+B+ BAL+ ABM=A +B+BCN+ACN.
Moreover, if we join PC, the angle PC,A will be right, C, being
the middle of the base of the 1sosceles triangle APB; and the
angle CPA will be equal to -8,a,-?, for it is } . BPA or } ML or
A B, since by the equality of the small triangles MA =A N and
NB,=BL. Hence by the construction of Ex. 5, Art. 30, the angle
C,PA represents 8,a,~! and AC P represents vy, so that C,AL repre-
sents p or 8,a 'y, and therefore

p=cBa,y,=4(A+B+C), UVp=a.............. (Iv.)
Again we have this remarkable transformation by (L),

b/t
pat=fo tyart=. L Lo @ () (B). oty
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so that for the new quaternion,

pr=($)*(l)8:)i(§)*, cevrrvereenesensonsenees(VL)

tp’=42=}(A+B+C—x), UVp'=q, ....... veeeeee(VIL)
if T is the spherical excess of the triangle ABC, becuuse

Lp'=crpa-l= /_p—g.

EXAMPLES TO CHAPTER IV.
Ex. 1. If ais a unit vector at right angles to 3, show that

a"B = Ba"",

where « is a scalar.

Ex. 2. If o, B and vy are unit vectors, mutually at right angles,

auB= V'y“ +VB-+1.

Bx. 3. Given two sets o, 3, y and o', §', ¥’ of mutually rectangular unit
vectors in ‘the same order of rotation, so that a’'= 4 'y" if a= + (y, show
that we may connect the two sets by the series of relations

M 7=y ay=acosy+LBsiny, Py=-asiny+Lcosy;

(2) By=Py, ys=7,c080+0a,8in0, ag=—7y,8in6+aq,co80;

@) Y=7» a=a;cnd+fysing, B=-agsin+Byconch;
and draw a figure to exhibit the Eulerian angles ¥, 6 and ¢.

Bx. 4, The conical rotation ¢( )¢~ which converts the first set of vectors
of the last example into the second is determined by the versor

g=cos §0con §($-+V)+y coa § Bsin §($+V)
+asin}Bein§($—v)+BsinyOcos }(é- V)
(vee Tait’s Quaternions, Art. 373); while other expressions for the same
versor are N W 6 N0 v v

g={(y"B)"y}".(y" B)".y" and g=y"B"y".

Bx. 5. Given in order n coinitial vectors a,, as,...a., it is required to
draw n planes, each throuﬁh one of the vectors, 8o that the lines of intersec-
tion of each plane with the two adjacent may be equally inclined to the
contained vector. Prove that the vector along the intersection of the planes
through e, and «, is parallel to Va,a,; ... a;.

Bx. 6. Show that
(g)i(?)i(@ t_U@y+a) U@+B)_ e  UPB+y)
v/ \B/ \a UB+y) a U(y+a) U(a+p)

=(%_+a LotB Byl
+y y+a a+p/’
where a, 8 and vy are any three unit vectors.

C
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Bx. 7. If «, B, y and 8§ are the vectors from the centre to four points
A, B, c and D on a sphere of unit radius, show that

24 2B € 2D
a”™ Br 7' o =1,

when the quadrilateral is uncrossed, and when rotation round an internal
point from A to B to ¢ to D is positive.

(a) Hence

(cos A + a 8in A)(cos B+ 3 8in B)=(cos D — 3 8in D)(cos c -y sinc).
() Also '
CO8 A CO8 B—8in A 8in BC0S AB=¢08 D ¢08 C —8in D 8in C cosCD ;
and if p is any fifth point on the sphere from which perpendiculars pq and
PR are let fall on the arcs aB and cp,
8in A cos B o8 AP+ €08 A 8in B cos BP+-8in A 8in Bsin ABsin PQ
+8in c cos D cos CP+ €08 C cos D co8 DP +8in C 8in D 8in cD 8in PR=0.

(c) Examine the cases in which P is taken to be the pole of a side or of a
diagonal, or the point of intersection of AB and cp. (See Elements of

Quaternions, Art. 313.)
Bx. 8. If '=UVBy, B#=UVyq, ¥=UVafB, where Ta=TB=Ty=1
and Safy <0, prove that a= UVRY, B=UVy's and y=UVaf. &
(a) If A, B and c are the supplements of the angles between the pairs of
vectors 8, ¥'; 7', «’; and ', 3, deduce the relation
24 2B 3¢
a”™ Br v " — 1:
(b) Show that this equation may be transformed into
eds BB eCy= —1,
(¢) Examine whether it may be further simplified to
edatBp+Cy= ],

and carefully state your reason. (Bishop Law’s Premium, 1898.)



CHAPTER V.
GEOMETRY OF THE STRAIGHT LINE AND PLANE.

ARrT. 32. The vector p=0P ‘g drawn from a fixed origin
and being regarded as variable, the equations

Spa=0, and VpfmD, .....cccvcvvvvnninnnnn. (1)

. represent respectively the plane through the origin perpendicular
to « and the %ene through the origin parallel%o 8.

If y=0C, §=0D, the equations of a plane through C and a
line through D are respectlvely

S(p—y)a=0, and V(p—48)B=0. ............... (1)
These may be replaced by
p=vy+ar, and p=6+p8¢, .cccouvnrennnnnnn. (1)

where T is an arbitrary vector subject to the single implied
condition Sar =0, and where ¢ is an arbitrary scalar.

The point E in which the line intersects the plane is the
extremity of the vector,

S(6— VaV(y—§
e=0— ﬁ_(_FL or e= 'y+—é—zﬁﬂ. ......... (1v.)
The first of these expressions has been found by substitutin
8+ Bt for p in the first equation (11.) of the plane. The secong
has been fgund by replacing p by v +ar in the first equation of
the line. Another expression for the vector to the same point
of intersection is

ﬁSaz + VaV/SS )
buﬁ oooooooooooooooo Pecocced .

From (1v.) we have the intercept DE=¢—¢ on the line, and
the interval CE=e¢—y in the plane between the fixed points
and the point of intersection.
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If we make in (1v.), B=a, we find the foot of the perpendicular
from the point D on the plane to be at the extremity of the vector

OM=u=0—a"'S(6—vy)a or u=y+a-V(y—=9)a,...(V1)
since the line being now parallel to a is perpendicular to the

plane.

The vector perpendicular from the point D on the plane is

DM=u—~d=—a"'S(6—y)a=aSa-DC,.......... (VIL)

and it will be noticed that we may directly obtain the vectors
DM and CM by resolving the vector DC along and perpendicularly
the vector a. (Art. 27.)

If in (1v.) we replace a by 8, we find the foot of the perpen-
dicular from the point C on the line to be the extremity of
the vector

ON=y=¢~B"1S(6—y)B or y=y+B-'V(y—48)B, (viL)
because now the plane is perpendicular to the line. The vector
perpendicular is

CN=8-1V(y—38)B=B-1VBCD. ......cc00euues (x)

In general the normal to the plane (i1.) makes with the line an
angle determined by
_arB <A B __TVBa,
eosO—SUa. or smG—TVUa, or tan Q= SVBa (X))
and if we are required to draw a plane through the point C
making a given angle with the line, we have

UB=cos BUa+sin @Ura; while Ua=cos QUB+sin OUTS,...(XL)
if the line is to be drawn inclined at a given angle to the plane.

In these equations the vector r is arbitrary, subject to the implied
conditions, which are Sta=0 and S+8=0 respectively.

Bx. 1. Two objects, B and c, are observed from the origin of the vector a
to be in the directions UB and Uy, and from the extremity of a to be in the
directions UB' and Uy’ ; prove that the vector Bc is

VaUy' VaUpB
U'Y . V— 77,— UB. V-U'B—B,,
and point out the conditions implied in this expression.

[For the point B we have 2UB=a+yUf’, and therefore

xzVUBR' =VaUR']

Bx. 2. .Four points A, B,c, p are viewed from a fifth point . Prove that
they appear to form a parallelogram aBcp if

U(Ura+Urc)=U(Uprs+UpD) ;
a rectangle if Ura+Uprc=Uprs+Uprp;
and a square if in addition SUpa.pB=8SUrB.rcC.
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[The first condition requires the dingonals ac and BD to appear to bisect
one another. The second requires that they should also appear to be equal,
and the third im the additional condition that adjacent sides should
appear to be equal.]

Bx. 3. Find the equation of the locus of a point equidistant (1) from two
fixed points, (2) from two fixed planes.

Ex. 4. The extremity of the vector p is projected from the extremity of
the vector a into a point on the plane SAp+1=0. Prove that this point
lies at the extremity of the vector

V)LVap+(p—a).

SA(a-p)

ART. 833. The equation of a plane through the points ¢, C’, and
of a line through D, D’, are respectively,

S(p—y)(¥'—v)a=0 and V(p—3)(d'—38)=0; .......(L)

or S(p‘y+yy'+y’p)a=0 and V(pd+d6'+8p)=0; ...... (11.)
or p=l¢_:;i+ua and P=61+Tt¢t$'; cererenrennnennnesa(1I1)

the plane being determined by the condition that the vectors CP
and CC’ shall be coplanar with some fixed vector a, and the line
uiring that DP shall be parallel to DD".

e various expressions given in the last article may be modi-
fied to suit the present case by replacing a and 8 by V(y'—v)a
and &’ — & respectively.

The plane through CC parallel to the line DD’ is

S(e=Y)¥' =Y —=6)=0, cceeerrrrinrnn(IV)

because the normal to the plane must be perpendicular to the
line, so that SV(y'~y)a.(d’=68)=0, or a=x(y —y)+y(&'=9),
where & and y are certain scalars which disappear on substituting
in (L).

If a plane can be drawn through CC’ perpendicular to DD’, the
equation VV(y’'—vy)a.(8’'—38)=0, requiring S(y'—y)(6’'—3)=0,
must be satisfied.

We may, without loss of generality, take a to be perpendicular
to CC/, and as it easily appears that the plane for which in addi-
tion Sa(8’—8)=0 is most inclined to the given line, we can verify
that the minimum value of

_TV.V(y'~y)a.(§=9), —_Sy =y =9
S Vy—7)a.(0—=9 °¥r0=—rvi=y=a")

where the vector a is regarded as variable, and that the plane

SV(p=y)Y =y)V(¥' =y)(&=68)=0............. (vL)
is most inclined to the given line.

tan 0=
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ART. 34. The equation of a plane through three given points,

A, B,C 18 SpV(By+vya+aB)=SaBy, ...cccoveurrunirnnnn. (1)
for the condition that PA, PB and PC should be coplanar reduces
to this expression; and in this equation V(8y+ya+af) repre-
sents double the vector area of the face ABC, while —Safy is the
volume of the pa.rallel'ela{iped having three conterminous sides,
OA, OB, OC (Art. 24). e equation may be taken as asserting
that if through the boundary of a vector area determined by
V(By+ya+afB) we draw vectors equal and parallel to OP (P bei
any point in the glane), the volume of the solid thus construc

is equal to that of the parallelepiped (Art. 23).

riting for brevity, the equation of a plane in the form

the vectors

u=8—A"'(SA6—1)=A-1VAS+A-}, and DM =A-1—A-1S\é (IIL)

are respectively the vector to the foot of the pegpendicular from
a point D on the plane, and the vector-perpendicular from the
same point.

To find a plane equally inclined to three given lines OA, OB and
OC, we have

cos . TA=—=SAUa= —SAUB= —SAUy,
so that (Art. 26)
UX .sec0.SUaBy=—V(UBy+Uya+UaB),
sec 0= —TV(UBy+Uya+UaB)(SUaBy)-?,
and the equation of the plane is
SpV(UBy+ Uya+ UaB)=const.,
or SpV(ByTa+yaTB+aBTy)=const.
A plane equally inclined to the faces of the pyramid OABC is
representede%y
Sp(aTVBy+BTVya+yTVaB)=const.;
a plane cutting off equal areas on its faces is
Sp(UVBy+UVya+ UVaB)=const.,
a
or SpV (’1‘%&? + T‘)VLG);; + TVIBTB
while the equations of the planes cutting off equal intercepts

from the edges and from the normals to the faces have been
already found.

Ex. 1. Find a plane equally inclined to the bisectors of the angles of the
faces of the pyramid oamc.

=const. ;
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Ex. 2, The planes through an edge and through the bisector of the angle
of the opposite face intersect in a line.

Bx. 3. Find the equation of the plane bisecting the angle between a pair
of faces.

Bx. 4. Find the equation of a plane through an edge and normal to the
opposite face, and prove that three such planes intersect in a line.

ART. 35. The line of intersection of the planes
p=A+t,

Shp=1, Sup=1 is VpVau=u—A, or p= \a 5eee(L)

and that of the planes

Sap=1, S,u.p=0 is VpVau=u, or p=m.

Three planes SA\p=1, Sup=m, Syp=n intersect in the point
PSAuy =V (luv+ MmN +NAU); covvreninininnns (IL)
and the condition that the planes should intersect in a line is
V(@ +moA+mAu0) =0, .cceuveieinininnnnnns (111.)
if I, m and » are not all zero. If they are all zero, the condition
is SAUY=0. ..cciiieinriiiiiatnrinnnennns (1v.)
Four planes intersect in a point if the condition
S(luwve —mAvT + AT —pAur) =0 ....coveeenen V)

is satisfied, the equation of the fourth plane being Spw=p.
The conditions of intersection (I11.) and (v.) may be replaced
by the pairs of simultaneous equations

A+yu+2v=0, zl+ym+2zn=0; .............. (V1)

and At+yut+ov+we=0, xl+ym+znt+wp=0 ....... (VIL)

respectively, the compatibility of the equations (vL) or (vin)
being equivalent to (111.) or (v.). -
ART. 36. Given a pair of lines

V(p-y)a=0,0r p=y+ta; and V(p-y)a’'=0, or p=y'+td’, (1.)

the vector from a point P on the first to a point P’ on the second is

PP =gy —~y+ta —ta .cocerrerrrrnninnnnend (1)

If it is possible to select the scalars ¢ and ¢’ so that this vector
may vanish, the lines intersect and the condition of their inter-
section is

S.PPVa'a=0, or S(y'—y)d'a=0,............ (1)
P and P’ being arbitrary points on the lines.
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Resolving the vector PP’ into two components, parallel and
rpendicular to the vector Va'a, which is at right angles to the
Seirections of the two lines,

PP'=Vaad'S(Vad')"'PP+Vaad'V.(Vaa") PP
PP
Vaad
and substituting from (11.) on the right,

v ’ - a’ ’
PP=Vaa S‘){’aay-'-a(SVaa'(y —y)—t )

=Vaa’'S +aS—a—,PP’——a'S Ta—-,PP',
Vaa Vaa

 eeeeneens (1v.)
/| a ’
—a(Symy -n—t)
Thus the line joining the arbitrary points has a fixed com-

ponent perpendicular to the directions of the two lines, and
suitably selecting the scalars ¢ and ¢’ in (Iv.) we see that

PP, =Vad'S ‘){’:a?' OP)=vy+aS ‘,i:;l—, ¥- y),]

« ceeeed(VY)
are respectively, the vector-perpendicular to the two lines, or the
vector shortest distance from the first line to the second, and
the vectors from the origin to the feet of this shortest vector—the
points P, and P,

Bx. 1. Verify that p,p, =0Py — 0P, in equation (v.).

Bx. 2. Draw a line through a point (E) to intersect two given lines

V(p-y)a=0, V(p—y)a'=0.
[The line is parallel to V. V(e—y)aV(e—v')a’. See (111.).]

Bx. 3. The locus of a line which intersects three given lines is repre-

sented b
Y 8.V(p—y)aV(p—-y)a'V(p—-y")a"=0.

(@) Reduce this equation to the form X¥Y=ZW, where X, Y, Z and W
are planes.

Ex. 4 Writing o=Vpipy T=p,—py,
prove that o and T are merely multiplied by a scalar, if for p, and p, are
substituted the vectors to any two points on the line of their extremities.

(a) Conversely, given any two vectors, o and T, satisfying the relation
80r=0, show how they determine a line parallel to .

(5) In this notation any two lines may be denoted by the symbols (o, 7)
and ()o-’, 7). Prove that the lines intersect if

Sor’ +8o'r=0.

(¢) Any scalar relation homogeneous in the pair of vectors o and 7

imposes a single condition on a line.
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(d) 1f the planes SA,p+1=0, SA,p+1=0 contain the extremities of the

vectors p, and p,, show that
o=Vpps=u(Ay—Ay), T=p,—p=—-uVAAy

where u is some scalar.

(¢) Hence any relation homogeneous in the pair of vectors ¢ and T when
equated to zero may be expressed in the forms

Sy, 7)=0, f(Vpips p2—P1)=0; f(Az= Ay, —VAA)=0.

(/) According as the equation f(o, T)=0
is equivalent to one, two or three scalar equations, it represents a complex,
a congruence or a reﬁulus of right lines, and the constituents of the vectors
o mgr:’ when resolved along three mutually rectangular directions, are

Pliicker’s coordinates of a line. (See Salmon, Geometry of Three Dimensions,
Chap. xm1., Section 11.)

(g9) The lines of a complex f(o, 7)=0 beil:’% now a scalar function), which
pass through a point, the extremity of the fixed vector p,, generate a cone

S(Vpy7, 7)=0;

and the lines which lie in a fixed plane, SA;p+1=0, envelope the cone whose
vertex is the origin and which is the reciprocal of the cone

f(o, - VAa)=0.
ART. 37. The vector to any point on the line joining two
given points A and B is
a+tfB )
Tagr oo .

t being a variable scalar. If P, and P, are any two points on
the line, their vector distance is

a+tgﬁ_a+t,§=(t2—t1)(.3—“)=__,_(tg—tx)AB ;...(1L)
1+, 148 (I+)(1+8) (T4 +8) "

and the anharmonic ratio of any four collinear points is
PP,. Psl__)4 _ (tz - tx)(t4 ';tt)

OP=p=

P,P,=

. (P,P,P;P,) = BB, BB, (ls—lg) (=1, (1)
In particular
_(=0)(t'—o) ¢ N
(APBF)—(w—_t)-——'(O-_t,)—t—,. ..................... (l\‘.)

More generally, the anharmonic ratio of any four points
Q;, Q;, Q, and Q, collinear with any two points P, P”, of the range,
_aOP'+tbOoP” . _(ty=t)(t,—1y)
OQ—————'—a+tb y 18 (Qngqu‘)—(—ts—_t")(tl—_t‘). ......(V.)
The two ranges (1.) and (v.) are homographic.

Bx. 1. If the range apBP’ is harmonic, prove that
1 + 1 2 or 1 1 2

AP AP ap’ : p—a ' p-a B-d
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Ex. 2. Any two homographic ranges situated on a common line,
_aatthf  ,_oy+udb
“Taxb’ PT ek’
may be simultaneously reduced to the forms,
_€t+sm , eet+sm
P=1¥s P s’

Ex. 3. Show that the vectors e and 7 satisfy the equation,

ad(a—€)(3—€)—be(B—e€)(y—€)=0.

ARrT. 38. In many problems relating to a tetrahedron, it is convenient to
have the equations exlpressed in a symmetrical manner, and some of the
following relations will be found occasionally useful.

If the vectors A, u, v and © are the vector areas of the faces of a tetra-
hedron ABcD we may write

A=V(By+y8+38), p=-V(ay+yd+da) V. @)
v=V(aB+B8+8a), W=-V(af+Ly+ya)
These vectors are independent of the origin, and their sum is zero, or
SA=A+p+v+T=0. cccierrniirnnnncriasseracenned (11.)

Again, if , m, 2, p are the sextupled volumes of the pyramids subtended
at the origin by the four faces,

1=80y8, m=—Says, n=8af8, p=-8afy; .ccceeeer.... (111.)
and their sum is the sextupled volume of the tetrahedron, or
SI=l4m+R+P="0y cceeieernneriirinienrieninen (1v.)
and is independent of the origin. Also,
Sla=la+mB+ny+pd=0. ...ccevvernrriinnnraneninnns (v.)

Changing the origin to the extremity of the vector w, and putting
a'=a - w, etc., the volumes subtended by the faces at the new origin are

U'=8By'8=8(B-w)(y - w)(§ - w), etc.,
or U=l-8wA, m'=m—Sep, n'=n-8wy, p'=p-Seb.......... (v1.)
But still (by v.),
a'=0=3( - Bwl)(a - w)=2la+wZl - SaSwA +SwA,
and this reduces by former results to the new relation,
Ol 4+ SaSOA =0, cceuieneenreernennsensranennns (viL.)

which holds for all vectors w. Operating on this by Sw’, we may write the

result in the form, Sw(w=l+SASaw’)=0; and, because w is arbitrary, the
})art within brackets must vanish. But o’ is also arbitrary, and accordingly,
or all vectors w, we have

OSI4+SASWA=0. ..coiriniinnereniediennnnninnens (vii)
Again, it is easy to see that
Sad=ad+LBu+yr+80=-3w=ha; .cccccrrrrnnnncnnns (1x.)

and, for verification, it is sufficient to tuke the terms in aBy, which are

uVBy—-BVay+yVaef=-3p.
The sum ZaA is independent of the origin.
On the whole, we have

ZA=0; Sl=v; Zla=0; —wv=ASwa=ZaSuw); -3v=Ial=2Aa....(X.)
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It is sometimes convenient to emJ;l(;y the vector perpendiculars from the
vertices on the opposite faces instead of the vector areas. If a, 8, y, and §,
are these vectors, 1t is easily seen that
v=aA=Bp=y V=88, cccceirrruuen. reeseeennenend(XL)
because, in fact, the equation of the face Bcp may be written
SpA=!, or S(p—u)A=v, or S(p—a)a,~1=1.
Thus (x.) gives

s1o0, Sl=v; Ya=0; -w=318ua=3as%; —3=52=31a. (xu,)
a, a, a, e, “a

Bx. 1. Prove that the vector sides of the tetrahedron are given in terms
of the vector areas of the faces by the relations
Vip=(y-8)v; Viv=—(B-8)v; VAw=(B-v)v;
Vuv=(a-8)v; VuB=—-(a-y)v; Vim=(a-B)v;
and show how to connect the rule of signs with that for the expansion of
a determinant of the fourth order.

Ex. 2 Show that -
SpvB=SAv@T =SAuT = - SApv=v%
Bx. 3. Given the magnitudes of the areas of the faces of a tetruhedron,

show that the directions of the normals UA, Uy, and Uv to three of the
faces must satisfy the relation

T3 =TA2+4+ Tu?+Tv? - 2TuvSUpv — 2TvASUVA — 2TApSU Ap.
ART. 39. Any five vectors are connected by relations of the form
aa+bB+cy+d8+ee=0, where a+b+c+d+e=0;...... I ¢ B
and if the vectors are drawn from a common origin o, and terminate at the
five points A, B, C, D, E,

@:b:c:d:e=(BCDE) : — (ACDE) : (ABDE) : — (ABCE) : (ABCD), c.c.....s (11.)
where (ABcD) is the volume of the tetrahedron determined by the four points
b ?oc;):)ve this, remark that if

a(a-€)+b(B—€)+c(y—€)+d(8-€)=0,

the ratios of the four scalars a, b, ¢ and d have the values defined by equation
(n.}. (Compare Art. 24, Ex. 5.) The fifth scalar e is —(a+b+c+d)

t should be noticed that the five scalars are absolutely independent of
the origin of veetors.

Ex. Any five qnaternions are connected by a relation of the form
Lp+yq+ir+ws+ot=0
where x, ¥, z, 0 and v are scalars.

ARrT. 40. Hamilton has elaborated a remarkable system of coordinates
which he terms “ Anharmonic Coordinates,” the nature of which we proceed
to explain.

In accordance with the last Article we may write any vector op in terms
of the vectors to four points a, B, c, D in the form

_ xaa+ybB +zcy + wdd

OoP= p za -;;5_-{-7-{:?&&_. eesesacasrteiasessetcaascnnnans (l.)
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where a, b, ¢ and d are arbitrarily assumed constants and where z, y, z and
w are the anharmonic coordinates in question.
The point U at the extremity of the vector

_gatbBroy+ds e, (1L.)
v e R
is called the unit point, its anharmonic coordinates being equal to unit,

The point P, whose coordinates are x+tr/, y+ty', 2+, w0+ tw,is ool{inear
with the points p and ¢', for

oU=v

_or2ra+oriZra
O = g Saa " s (111.)
And, in particular, the planes cpr and cpu cut the edge AB in the points
determined by
Pu::ma+_1/hé’ _aa+bB @v)

OUjg =3y seeeererernrsaeraennnd
za+yb ’ 27 a4d?
for ey, P and py, are collinear, and also u,q, U and vy, where

zcy +wdd ou _cy+ds
2c+wd ’ ¥otd

Denoting by (cp. apsu) the anharmonic ratio of the pencil of planes
through the edge cp and the points A, p, B and v, we have

OPg, =

(cD. APBD) =(AP;3BU},) =-ll_ } eeeesentueisesenticannnienens (v.)
and similarly, (ac. BPDU)=;—;, etc.

The ratios consequently of pairs of the coordinates, 2, ¥, 2, w of a point p
are expressible as anharmonic ratios ; and the coordinates are umlaa?lgod by
any linear tran?fomati«m, it being understood that the unit point undergoes
theTsame transformation as the vert].:‘ices of the tet.mhedroben.

o suit special circumstances, the unit point may be specially selected.
llt] may, Ifor example, be taken ‘at the mean point of the tetrahedron, and
then a=b=c=d=1.

Bx. 1. The vector da of any point P of space may, in indefinitely many
er

ways, be expressed under the form
op= _xaa+ybB+ zcy + wd8 +vee
T zatybtc+wdtve '
where aa+bB+cy+dd+ee=0, a+b+c+d+e=0.

[In terms of the four vectors a, 3, y, §, the anharmonic coordinates of
the point are z—v, y—7, z—v and w—v. See also Art. 39.]
Ex. 2. The equation of a plane in anharmonic coordinates being
lx+my+nz+pw=0,
prove that the ratios of the coordinates of the plane /, m, %, p are expressible
as anharmonic ratios.
[The line AB cuts the plane in the point OL,,=%, and the anhar-

monic ratio (AUgBL,5)= —7-?.
Ex. 3. Find the condition that the planes I, m, n, p and 7, m’, »’, p

should be parallel.
[The plane at-infinity is ax+ by +cz+dw=0.]
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EXAMPLES TO CHAPTER V.

Ex. 1. The equation of the plane through the origin perpendicular to the
vector a may be written in any one of the seven forms,

+ 2
Sg-o0; TEEE-1; £ Lemteo; u(E)'-o,

T(p+a)=T(p-a); Spa=0.

Ex. 2. The equation
- T(-a)=T(-8)

represents the plane bisecting at right angles the line aB.
Bx. 3. The equations
2
Ul=1, Ul=-), (UB) =1
a a Q.

represent respectively the half-line through the origin, having the direction
of the vector a, the half-line having the girection of —a, and the whole line
parallel to a.

Ex. 4. The equations
sul=suB sve-_suB
a . a a a

represent the two sheets of the cone of revolution, with o for vertex, oa for
axis, and passing through the point B (Elements, Art. 196 (4)).

Ex. 5. The equation v E -TV g

represents the right circular cylinder, of which oa is the axis and B a point.
Ex. 8. If A, B,c and D are the vertices of a regular tetrahedron having its

centre at the origin, a+B+y+8=0;
a’:ﬁ’:ew.:: —3Su.B= -3SBy=ew.;
TaB=2,/§Toa.

Ex. 7. Find the area of a face of the regular tetrahedron and the volume
in terms of the vector from the centre to a vertex.

Bx. 8. The six vectors +a, +f, +7y terminate at the vertices of a
lar octahedron. Find the conditions the vectors must satisfy, and deter-
mine the volume, area of face, length of side.

Ex. 9. If A, B, ¢, D are any four points in a plane, the vectors a, £, y, §,
drawn from an arbitrary origin to terminate at these points, are connected
by a relation of the form,

aa+bf+cy+dd=0, where a+b+c+d=0.
i w_aa+bB _cy+dd
(a) The vector oc'=y'= a+b ~ crd
terminates at the point of intersection of AB and cbp.
b) If A’ and B’ are points similarly constructed on the remaining sides Bo

and ca of the triangle Asc,
AC _a_ BA'_b ¥

(4
TE(_I.

c8 b’ ac ¢’ Ba
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(c) Hence deduce the equation of six segments,
AC B ow_
. CB AC BA
(d) The right line B'C’ meets Bc in the point A”, where
OA.=G._b€—fy____(a+b)y'-(c+a)B'.

b-c

(¢) Hence A’ and A” are harmonic conjugates to B and c.
(f) The equation of the six segments made by the transversal c’B'A” is

(9) The points A”, 8", ¢” are collinear, and the vectors «”, 8" and y" are
connected by a relation,
lo"+mf"+ny", where {+m+n=0.

”

(%) The line Ap meets B'c” in the point o™, where
,,,_a,,,__aa.—dS_(a +b)y +(c+a)f
T T a-d 2a+b+c )
(s) The points B”, ¢’”, A” lie on the polar line of the point A with respect
to the triangle Bcp.

Bx. 10. Let apcp be any tetrahedron, and k any arbitrary point, the
vectors from an arbitrary origin to the five points A, B, c, D, E are con-
nected by the relation,

aa+bB+cy+ds+e€=0, a+b+c+d+e=0.
(a) The line AR meets the opposite face in A’, where
oa'=q'=%atee_bB+cy+ds
a+e b+ec+d
(b) The line A’8’ intersects the line AB in the point,
aa-b8
a—b
(¢) The six points formed in this way form a complete quadrilateral.
(d) The vector to any point in the plane of this quadrilateral is of the
oM r(aa—bB)+y(ac —cy)+s(aa—dd)+w(aa+bB+cy +dd+ee)
p= 2(@a-b)+y(a—c)+z(a—d)+w(a+db+c+d+e) )
(¢) The line AE meets this plane in the point A, where
oA _4aa +ee
' da+e
Ex. 11. The tetrahedra whose vertices are at the extremities of the
vectors a, 3, y, & and aa, b8, cy, d8 respectively are in perspective.
(a) Corresponding edges intersect in points at the extremities of vectora
of the type, aa(l-b)-Bb(1-a)
T a-b )
() The six points thus determined form a complete quadrilateral.
(c) Prove that the equation of the plane of perspective may be written in

the form, S+ ab(c—d)Spaf+2 £ (1 - a)bed SRy =0,
the determinant law of signs being obeyed.

OA
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Ex. 12, Determine a parallelepiped, having its vertices on the four lines
joining the origin to the points A, B, ¢ and p, and having its centre at the
origin.

a) If za+yf+zy+wd

@ oF=p= zi§+z+;

a parallelepiped having its centre at r and its vertices on the lines pa, P8, pc,
PD, has its vertices at the extremities of the vectors,
pxz(a=p), pxy(B-p) pts(y—p), pw(8-p)

(b) If a pair of edges are at right angles, the condition may be written in
either of the forms, SBy'=Sa'’s or Br+yr=a+8%,
where, for brevity, a'=z(a - p), etc.

(¢) The locus of a point P satisfying this condition is a quartic surface.

(d) If two pairs of edges are at right angles, the conditions may be

written as al’=B"9 ‘)"’=8"-
(¢) If the parallepiped is rectangular, the conditions are
a”: B’ = y*: 8",

(f) The point, or points, satisfying these conditions are also given by
U(a-p)+U(B-p)+U(y-p)+ U -p)=0,
and it may be shown that this is the condition that
T(a-p)2T(B-p)£T(y —p) £ T(8-p)
should be a minimum.
(9) Another form of this condition is
SU. (p- B)p-7)p- )= £5U . (o-a)(p-)(p—9)
=+8U.(p-a)(p—B)(p-9)
=+8U.(p-a)(p-B)(p-7)
Bx. 13. Find the vector to a point P at which the faces of a tetrahedron
subtend volumes whose ratios are given.

Bx. 14. Find a vector equation for determining a point P at which the
faces of a tetrahedron subtend solid angles whose sines are in a given ratio.

Bx. 15. What is the condition in terms of the lengths of the sides of a
tetrahedron that two opposite edges should be at right angles to one another?

(a) If two pairs of opposite edges are at right angles, the third pair is also-
at right angles.

Bx. 16. The vectors a, B and y are coinitial. It is required to draw

through the extremity of a a plane which shall cut the vectors in points.
forming a triangle of given species. Show that the problem may be reduced
to finding scalars y and 2, so that

IT(yB —zy)=mT(sy - a)=nT(a-yPB),
where I, m and n are given scalars; and eliminate either y or z, so as to
obtain an equation in tﬁle uneliminated scalar.

Bx. 17. If the perpendiculars from the vertices of the tetrahedron ascp-
intersect, and if the origin is at the points of intersection, show that
Saf3=8ay=Sa8=SBy=835=8ys.
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Ex. 18. Given three points a, B, ¢, show that the three equations

8(p—a)(B-7)=0, 8(p-B)(y—a)=0, 8(p—y)(a-pB)=0
represent a line which is the locus of the fourth vertex p of a tetrahedron
ABCD enjoying the property that perpendiculars from the vertices on the
opposite faces concur.

(a) Show that the point in which the line meets the plane of the triangle
ABC is the extremity of the vector,
_ = SeBy = aSa(B~y)~ BBy - a) - ySy(a=B)
V(By+vya+ef) ’
and express this vector in the form,
_xa+yB+ry
- r+y+z -
(b) Sbow that the line may be represented by

p= VBy(t—SBy)+ Vya(t-Sya) + VafB(t- Saﬂ),

OH

Safy
Ex. 19. When the vector to a point P in the plane of ABc is expressed in
the form, _ra+yB+zy
P="Z%y+z '

show that the ratios of z, 7, and z are the ratios of the triangles pBc, Pca, PAB.
(a) Hence, if upper and lower signs correspond,
_aT(B-y)+ BT(y —a)x vT(a-p)
PET@-9): Ty~ )+ T(a~B)
are the vectors to the centres of the inscribed and escribed circles of the
triangle.

(5) Deduce the corresponding theorem for a tetrahedron, and find the
vectors to the centres of the inscribed and escribed spheres.

Bx. 20. Selecting any point U in the plane of three given points 4, B, c,

so that
ou= _aa+bB+ey

TV Ta+b+ce !
where a, b, ¢ are constant scalars ; the vector to any variable point in the
plane may be represented by

_,_xaa+ybB+zcy
oP=p= ra+yb+zc
x, y and z being the anharmonic coordinates of the point p.

(a) If 23+y%+22— 2yz — 222 — 2xy =0, the locus of P is & conic touching the
sides of the triangle ABC in points which connect through v to the opposite
vertices.

(b) If yz+2x+2xy=0, the locus of P is & conic circumscribing ABc, and the
tangents at the vertices intersect the opposite sides in points on the polar of
U with respect to the triangle ABc, or with respect to either conic.

(c¢) The two conics have double contact, the 'Elolar of U being the chord of
contact, and the anharmonic coordinates of the points of contact being
1, 0, w? and 1, w? w where w is an algebraic imaginary cube root of unity.

(d) Given three scalars, u, v and w, discuss the arrangement of the six

ints whose anharmonic coordinates are equal to these scalars taken in

ifferent orders. Show that the six points lie on a conic. Examine the
three cases in which permutation of the scalars determines less than six
points.

b



CHAPTER VL

THE SPHERE.

ART. 41. The equation
TEP=T(p—e€)=a, or p>*—2Spe+e?+a?=0.......... (L)
requires the variable point P to remain at a constant distance a
from a fixed point E, and consequently represents a sphere of
radius a and of centre E.
The right line p=/+1{a meets the sphere in the points deter-
mined by the values of ¢ which satisfy
T(B—e+ta)=a, or T(B—e)?—a®—2tS(B—e)a+t*Ta?=0; (1L)
and the product of the intercepts between the point B and the
sphere is independent of a, being

4t T2 =T(B—€l—a?  ccerienriniininninnnan. (111.)
while the sum of the intercepts is
t,+t)Ta=2S(B—¢€)Ua, .covuevvrnninnnnnenn. (v.)

if ¢, and ¢, are the roots of the quadratic (11.).
’fhe uare of the chord cut off by the sphere is
8q y P
(t,—tTa?=4a2—4TV(B—¢)Ud?,................ v.)
remembering that (SAu)?+ T (VAu)?=TA%u? (Art. 17), and accord-
ingly the line meets the sphere in real points, only if
TV(B—e)Ua=a,....ccecverrevrrrinrnnins (vL)
that is, if the perpendicular from the l:;)oint, E on the line is less
or equal to the radius of the sphere. For contact,
TV(B—e)a=aTa; and TV(B—e)(p—B)=aT(p—p)...(VIiL)
represents the tangent cone from the point B, BP being a tangent

line. Since TVAu=<TATu, the cone is real only when T(8—¢)=a.
The locus of the centres of the chords is derived from (1v.) by

putting 3(¢,+t,)a=p— B, and is given by

J.Q. D
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which represents a sphere on BE as diameter. For it expresses
that the projection of BE on BP is equal to BP, so that the angle
BPE is right.

Taking the harmonic mean of the vector intercepts to be p— 8,
we have by (111.) and (1v.),

1 1\1_ 2 | _ _ .
<Z;+t_2);_pTﬂ’ and S(p 6)(B €)+a =0 .....-.(lx.)
is the locus of its extremity—the polar plane of the point B.

ART. 42. Any two spheres,
p2—28ap+1=0, p*—28Bp+m=0,............... (1)
intersect in the plane, .
2S(a—RBp=l=m; cccovrriiiiiiinnnnnns (1)

and if P is any point on the second sphere and P’ any point in
this radical plane, the power of the first point P with respect to
the first sphere is (Art. 41 (111.)),

Tpt+2Sap—1=2S(a—B)p—l+m=28(a—B)(p—p’), ...(111.)

or twice the projection of PP’ on the line of centres into the
distance between the centres.
The spheres cut at an angle determined by

_ l4+m—2SaB .
cos = S TS FOTBEFm) (1v.)

since if @ and b are their radii, a®+ b*—2ab cos =T(a—B)%

For further investigation, the origin should be taken at the
intersection of the line of centres with the radical plane.

A variable sphere cuts two given spheres at comstant angles,
prove that it cuts an infinite number of spheres at conmstant
amgles. Let the sphere (1.), determined by 8 and m, be the variable
sphere, and let it cut the spheres (a, {) and (a’, ') at the angles 6
and @. Assume that it cuts the sphere (a”, I") at the a:g%e 0"
Then the third of the equations,

l+m—2SaB=2abcosO; I'+m—2Sa’B=2a’bcos® ;
U'4+m—2Sa"8=2a"bcos ¢,
analogous to (1v.), must be equivalent to a linear combination of
the other two. Multiply by scalars, 2, ¥ and 2z; add and

separately equate to zero the coefficients of the variables, m, 8
and b, and

al+yl'+2'=0; z+y+2=0; za+yad'+za"=0;
2a cos O+ ya’ cos @' +xa” cos 8" =0.
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The first, second and third show that the sought sphere
(a”, 1) must be coaxial with the given spheres, and we have, in
fact, on elimination of z, y and z,

(=) +a('=1")+d'("=1)=0,
a”cos @"(l—1U')+acos (1’ —U")+a’cos '(L” =1)=0.
Substituting for a” its value, /(Ta"2+1"), the equation
008 0"/ {T[a(t' = 1)+ &/ =D+ 1A — V)Y
+acos (' —=1")+a’cos (1" —1)=0
becomes a quadratic, which gives two values of I” for each value

of cos @’. One sphere only is cut at right angles because the
condition becomes linear in I”.

Bx. Reduce the equations of a pair of spheres to the form,
p*—2uSap+1=0; p?—20Sap+(=0, where Ta=1,
(a) Prove that all spheres of the family obtained by giving various
values to w in pA—2uSap +1=0
intersect in a common circle.

(b) Examine the condition for the reality of the circle, and show that
whether real or imaginary, it lies in a real plane.

(c) If the circle is imaginary, there are two real point spheres of the
family. Find them.

(d) The spheres of the doubly infinite family
p*—28Bp—-1=0, SBa=0,
formed by giving all ]loossible values to the vector 3, cut the spheres of the
family (ag'at right angles.

ART. 43. Given any three spheres,
PP—2Sap+1=0, p*—2SBp+m=0, p*—2Syp+n=0;..(1)
the radical planes of each pair intersect in the line,
28ap-1=28Bp—m=28yp—"n; .cecverreunnns (1)
or p=3(IVBy+mVyu+nVaB)(SaBy)-*+tV(By+ya+af).(11L)
If the origin is taken on this line, l=m=mn; and if it is taken

where the line intersects the J)lane of centres ABC, the equations
of the spheres may be reduced to the type,

P —28kp+1=0, Skv=0,..cccceeunririeinna(IV.)

the vector » being fixed, but x being susceptible of various values.
The spheres of this family (1v.) of given radius (a) have their
centres on a fixed circle, ‘ .

Tx = /(a?=1), Skv=0.

It is easy to verify that the radical axes of every three out of
four given spheres intersect in a point. This point is the radical
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centre of the four spheres, and is situated at the extremity of the

vector, IV(By+y3-+46)
= Y
p_izSaV(,B'y+‘y$+85)’ ....... cereensarenens )
the fourth sphere being p*—2Sdp+p=0.

It may be verified that if in this equation p and § are rendered
arbitrarily variable, we fall back on the radical axis of three spheres. If,
in addition, y and % are arbitrary, the same equation represents the radical
plane of two. For example, we may put §=za+yB+zy, where z, y and 2
are arbitrary.

Ex. 1. Find the locus of the centre of a sphere cutting three spheres
orthogonally.

[Let 8 and p determine the sphers whose centre is sought, and let the
three spheres belong to the family (1v.). The condition !+p—288x=0
must be satisfied by three values of the vector x. Hence p= -1, 8| v, and
the locus is the radical axis.]

Ex. 2. Pind a sphere cutting four spheres orthogonally.

EBx. 8, If four spheres are mutually orthogonal, their centres determine
a tetrahedron self-conjugate to a sphere. ¢

%I;et the spheres be referred to their radical centre. The conditions are
{=8Baf=8ay=Sad=8Ly=8B8=8vy4, and the centres are conjugate in pairs
to the sphere p2=1.]

The Method of Imversion.

ART. 44 We have seen that
p l1=0P-1=0F =p

represents a vector having its tensor reciprocal and its direction
opposite to the tensor and the direction of the vector p (Art. 16).
ence more generally if

CP=p' —y=—=RY{p—y) '=—R:.CP},............ (r)

P and P’ are inverse points with respect to the sphere, centre C
and radius R, for
UcP'=Ucp, TCP'TCP= R2.

The inverse of the sphere T(p—a)=a is

R* N\ _ a=y R _ .

T(‘y a p Y)—a, or T(a_y)2—2Rgsp—_);+T(p y)g_a,z,
o (a—y)R* \_ aR?

or T(p Y Ta o7 az)_ Tla—yf—af """ (IL)

The symbol T prefixed to the scalar on the right is intended to
show that it is to be taken positively. Thus, to invert the given
sphere into a sphere of radius b, we have

R .
b= iT(T—a?)ﬂTaz according as T(a—y)> or <a, ...(IIL)
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or according as the centre of inversion lies outside or inside the
given sphere. *

The 1nverse of a plane is a sphere through the centre of inver-
sion, and the inverse of a line 18 a circle. us

R® R?
-——=a+18, or V( +a— ) =0,.c000..(IV,
Yoy B =y Ta-v)B (1v.)
represents a circle through the point C—the inverse of the line
p=a+tfB.

Ex. 1. If any two vectors oA, oB have oa’, oB’ for their reciprocals,
then the right line a’s’ is parallel to the tangent op at the origin o, to the

circle oaB; and the two triangles, oAB, oB'A, are inversely similar.
(Elements of Quaternions, Art. 2595

Ex. 2. Invert the sphere, centre A and radius a, into the sphere centre
B and radius b.

_ (a—y)R? al? _
(Here  B=vtmagy—ar Ta-yp=a=*b
and from these

y=tE ad o 3% Br-(£0-ap)

There are two real positions for the centre, but there may be only‘ one
positive value of K3.]

Ex. 3. Invert a system of coaxial spheres into concentric spheres.
[A system of coaxial spheres p?-—-2wSap+!=0 inverts into a system of
spheres having their centres on the line locus,

B=y-{ra-NE_
Y v —2wSya+l

If this is independent of w, it is easy to see that y2—!=0, y||a, or
y=ta -1 - o

The centre of the inverted spheres is +as/—IF}aR?: V=1.

Bx. 4. Prove that

za , yB
P=m+E s+—zy‘sz-
Y z
a—stg—3ty=%
represents a sihere through the four points A, B, c and b.
[Invert with respect to the point p.]

ARrT. 46. The following examples relating to a sphere and a tetrahedron
are easily solved by the formulae x. or xi1 of Art. 38, or by the method of
Art. 39.

Bx. 1. Determine the sphere through A, B, ¢ and b.

[The vector x to the centre is x= —3v'ZAa?= -§2A,'a?, and the
squared radius is B¥= —v~'2la? - } v—*(ZAa?)?.]

Ex. 2. Given four spheres having their centres at a, B, ¢ and b, and

their radii equal to a, b, ¢, d, find their radical centre.
[If w is the vector to the radical centre, and if A=(w—a)?+a? we have

w= —3v 'S\ (at+a?), A=v"'Zl(ad+a?)+}v-}(SA(al+at))]
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Ex. 3, Describe a sphere to cut four spheres orthogonally.

Bx. 4. Describea sphere to ¢ut four given spheres at given angles.

[Here there are four equations of the form (x — a)*+a?— 2aR cos 6+ R*=0.
Multiplying by the scalars ! and the vectors A and forming the sums, the
equations,

»(3+ R+l (a%+ af) - 2RZla cos =0 ; 2xv+ZA(a®+a?)—2RZAacos §=0,

are obtained. Substitution for x in the first gives a quadratic in B. For
the origin at the radical centre, the equations are,

R} (Thacos @R +1v2} —2RvIlacos O+ Avd3=0; xv=RZAacosb.]

Ex. 5. To invert four spheres into four others of given radii
(If a, ¥, ¢, d’ are the radii which the inverted spheres are required to
have, and if the vector ¢ terminates at the centre of inversion,

3-28a+at+ats 3 R=0. (Ex.2 of last Article.)
Taking the origin at the radical centre,
(P +A)+ BT+ 5 1=0, 2o+ RBIT+ 2 A=0.

These lead to a quadratic in R? for each set of signs.]

Ex. 6. Find the equation of a sphere touching the four faces of a
tetrahedron.
[0=v4+rZ+TA; O=vx+rZ+aTA]

hk 7. Find the condition that five points a, B, ¢, D, E should lie on a
sphere,
[In the notation of Art. 39, p. 43, this is aa®+ 583+ cy?+ d&* + e =), or

0A3(BCDE) — 0B3(ACDE) + 0C*(ABDE) — 0D*(ABCE) + OE*(ABCD) =0.]
Bx. 8, If five spheres are orthogonal to a sphere, prove that
P.(BCDE) — P, (ACDE) + P (ABDE) — P, (ABCE) + P, (ABCD) =0,

where A, B, c, D, E are centres of the spheres and where p,, P,, P, Py, and P,
are the powers of any point with respect to the five spheres.
Ex. 9. If five spheres cut a sixth at the angles 6, &, etc., prove that the
radius (R) of the sixth is given by the relation
Zp, (BcDE)=2RZa cos f(BCDE),

P, being defined as in the last Example, and «, b, ¢, d, e being the radii of
the five spheres.

Bx. 10. Find the equation of a sphere in anharmonic coordinates.
Com Art. 40, p. 43. The imaginary cone standing on the circle at
infinity is
Tp3=0, or Q=ZTalax?—-25Safabry=0,
and a sphere is Q+TarSler=0.]

BEx. 11. Prove that the equation of the sphere circumscribing the
tetrahedron aBcp is in anharmonic coordinates,

3T(a - B)Pabry=0.



ART. 46.] INSCRIBED POLYGON. 55

ART. 46. The product of the successive vector sides of a poly-
gon of odd order inscribed in a sphere is a tangential vector at
the initial point of the polygon ; and if the number of sides i
even, the product 18 a quaternion whose vector part is parallel to
the vector radius to the initial point.

The centre of the sphere being 0, and A,, A, being successive
vertices, the isosceles triangle A,A0 is inversely similar to
A,A,0, and therefore (Art. 18, p. 14),

A0 _AO0 1 : 1
=K% = .A,0, or OA,= — LOA,. ——,
TV WD WV 4= = hde O
Thus, if O0A,=qa;,, OA,=ay, etc., AA,=v,, AA;=1y, etc,
a=—nay"h 6= —YmY, =+, ete;
and generally, the polygon being closed so that ani1=ay,
a;=(=)"9a,q", where q=1nyn_1 ... Yo¥1- ereeeeeres(L)
For an odd number of sides,
ga,+a,g=0, or «,Sq+Sa,Vg=0, or Sg=0, Vg_La,; ...(IL)
and for an even number,
ga;—a,g=0, or V.q,Vqg=0, or Vq|a,.......... (1)

In the first case (n odd), the product is a vector, and is perpen-
dicular to a,, or parallel to a tangent at A,. In the second case
(n even), the product is a quaternion having its vector part
parallel to a,.

In connection with this article and its examJ)les, Art. 296 of
the Elements of Quaternions should be consulted.

Bx. 1. The equation of the sphere through four given points 4, B, ¢, D
may be written in the form

8(p~a)(a=BB-7)(y - 8)(8-p)=0.
Bx. 2. The normal at the point p on this sphere is parallel to
V(p-a)a—=B)B-7)y-p);
and the vector @ being variable,
S@-p)p-a)(a-B)(B-yNy-p)=0
is the equation of the tangent plane at p.

Bx. 3. The equation of the circle ABc is

Vip-a)a-B)B-7)y-p)=0,
and the tangent to the circle at the point P is

V(@ -p)(p—a)(a—B)B-p)=0.

[The vector part of a product of. an even number of coplanar vectors is
perpendicular to their plane, being a product of half the number of M})hnar
quaternions. Therefore when the points are coplanar the expression for the
normal vector in Ex. 2 must vanish, as this vector cannot be perpendicular
to the plane. The equation is also susceptible of geometrical interpretation.]
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Ex. 4. ‘The product of four successive vector sides of a quadrilateral
inscribed to a circle is a positive or negative scalar according as the quadri-
lateral is crossed or uncrossed.

[Use the relation U. ;c—n= + Ug, which asserts that the angles aBc, Apc
are equal or supplementary.]

Bx. 5. The “anharmonic function of four points in'space” being defined
by the equation

(ABCD)=A_B . C—P',

examine the nature of this quaternion when the four points are concyclic.

Ex. 6. Prove that the anharmonic functions of any four points in space
satisfy the relations

(aBcD)+(AcBD)=1, (ABCD).(ADCB)=1;

cn’
and that (aBcp)=K 7%

where B, ¢’ and p’ are the inverse points of B, c and p with respect to the
point A.

[Note that a—' — B-1=a~". (8- a) 8]
Bx. 7. If (oABc)= —1, prove that oB'=4(oa~!+o0c™?).

Ex. 8. Inscribe a polygon to a sphere, given the directions of the sides
of the polygon.

[Here is iiven, ¢ denoting the quaternion in the text; and (11.) and
(1n.) show tgmt the vector to the first corner is 1 VUg, or else || + VUq.]

Ex. 9. For the gauche quadrilateral oasc, which may always be con-
ceived to be inscribed in a determined sphere, we may say that the angle
of the quaternion product, ~(0A. AB. Bc.co), is equal to the angle of the
lunule, bounded by the two arcs of small circles 0AB, ocB; with the same
construction for the angle of the anharmonic £ (0ABc), or £ (0A : AB. BC : CO).
(Elements, Art. 296 (15). .

Ex. 10. Let aBcp be any four points in a plane or in space, connected by
four circles, each passing through three of the points ; then, not only is the
angle at A, between the arcs ABc, ADC, equal to the angle at ¢, between cpa
ans CBA, but also it is equal to the angle at B, between the two other arcs
Bcp and BAD, and to the angle at p, between the arcs DAB, DcB.  (Elements,
Art. 296 (18).)

Ex. 11. The vector part of the product of four successive sides of a
gauche quadrilateral inscribed in a sphere is equal to the diameter drawn
to the initial point of the polygon, multiplied by the sextuple volume of the
pyramid, which its four points determine. (Elements, Art. 206 (43).)

ART. 47. To inscribe a polygon in a sphere so that its sides
may pass through given points.

Let the unit of length be selected equal to the radius of the
sphere. Let the centre be taken as origin, and let p, p,, py ---
pn(=p) be the vectors to the vertices, while 83,, B,, ... B» are the
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vectors to the fixed points.. The rectangle under the segments of
the chords through B, is

(P=B)(pr—B) =148 v (r)

1 +q, .
80 that = Bt =DPTh 45 o , go=1. .........(IL
P Bi—p Pi—aqip »=0By @ (1)

Again,
+1 +9, .
p= -l%:)]—p{=(—)2§)’:’;—qz: if py=Bep1+91 92=PBsg1—py; (11)

and it is easy to see that, in general,

pm=(_)mw" if pm=Bmpm-l—( - )m-lqm_"}...(lv.)

Pm—qmp
+ gm=LBmgm-1+(=)""Pm-1.
Finally, p=(—)"£p_q§ if po=p, Pa=D, @n=0q. ervvn..... (v.)

Two cases now arise according as n is odd or even. In the
first place, if » is odd, remembering that p?= —1,
pP+Pp=pgp—q=p(qp+pq); or pSp+Spp=p(pSq+Spq);
or, separating the scalar and the vector parts,
Spp+Sq=0 and Spg—Sp=0. ............... (v1)

Introducing the imaginary of algebra, these may be combined
into the single relation,

S(p+a/=1) g+ =1p)=0. ......co......... (VIL)
The equations (Vv1.).give a line locus for p which intersects the
sphere in two points—real or imaginary—which satisfy the
conditions.
In the second place, if n is even,
pP—pPp=pqp+9=p(qp—pq); or V.pVp=pV.Vqp
Adding to each side x=Spp, we have
VoVq+ Vp=p-tz= —xp; and this gives SVpVg= —aSpVq
on operating by SVq. Hence,
p(Vg+z)=—Vp—2-'SVpVyq,
as we see by adding SpVq to each side. Thus,

_ _@Vp+S8VpVq 2(TVq2—TVp? ro)=
P= = 2 (Vata) and z*+2}(TVqg?-TVp?)-(SVpVq)?=0,(vIiL)
as appears on taking the tensor, remembering that Tp*=1. This
q atic in «® has one negative root. The other root is positive,
and there are thus two real values for z, and two real points
satisfying the conditions.
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We have now to determine p and q. Multiply p,, in equation
(1v.) by &/ =1 and add it to g, and

q,,.+~/_——ip,,.=(,3,,,—(—)'"'1y_—-l)(qm_,+J:ipm_,)
=(ﬁm+(—')m_~/—'1)(qm-l+‘\1-—lpm-l)-

This gives at once, on referring to (11.),

q+~_ - 1p=(ﬁﬂ+(—)"J:—]—')(ﬁﬂ—l +(:)”-ll/_"'—1)] 5 w(1X.)
AN G VEN I RIVESWAS I
and the real and imaginary parts of this product are ¢ and p.

A quaternion of the form q+4/—1. p is called by Hamilton a
bi-quaternion. (Compare Art. 22, p. 20.) -

EBx. Show that in the notation of this article
Tg* - Tp2=(-)"*1(Ba*+ 1)(Bas®+1)...(B*+1); SgKp=0.

[Multiply g+~ —1p into Kg++ —1Kp and separate the real and the
imaginary parts.]

EXAMPLES TO CHAPTER VL

Bx. 1. The sphere which has its centre at the origin, and has the vector
oA, or a, with a length Ta=a, for one of its radii, may be represented by
any one of the following equations :

E=KB; Su‘.:O; S_2a_=1 H Si—_— H T(SE+V£)=] H
P a pta ptoa pta a a.,
T(p - ca)=T(cp—a),
which are transformations one of the other, and each of which exhibits some
geometrical property of the surface.

Ex. 2. The circle which has its centre at the origin, which lies in the
plane Sap=0, and which has Ta for its radius, is represented by the equation

-

Bx. 3. If ¢ is a variable parameter, in absolute magnitude not greater
than unity, the equations

2
Sl=q, (VB) =-1,
a a
represent a system of circles which generate a sphere.

Ex. 4. The equation of the sphere through the four points o, A, B, c may
be written in the forms
. S(0A.AB.BC.CP.P0)=0;

a®SByp+ B*Syap +y*Safp=p'SaBy ;
S( '3-1 - a—l)(y—l - a—l)(P—l —a =0,
Ex. 5. If we project the variable point P of a sphere into points a', 8, ¢'

on the three given chords oa, 0B, oc by three planes through that point p
parallel to the planes Boc, coa, A0B, we shall have the equation

0P3=0A.0A" +0B. OB +o0cC,0C
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Bx. 6. The expression*
p=rijkj-*%k-t or p=rkj-¢,

in which r is a given scalar, %, j, # mutually rectangular unit vectors, while -
s and ¢ are parameters, represents a sphere concentric with the origin.
The expression may also be put under the form

p=rV BB 4 2}V 32,
and it may be expanded as follows :
p=r{({cos¢r+jsintx)sin sw+kcos sw}.

(a) Show how to establish the first form of the expression by the
properties of conical rotations.

Bx. 7. Show that the equation

w4+ p—a 2
=g )=- 1,
in which w is a real scalar capable of receiving any value consistent with the
mlitg of the vector regresenté the portion of the plane S(p—a)B=0
included within the sphere 1'(p —a)=Tg.

Ex. 8. The equationt T(w+p)=1,
in which p is a real variable vector and w a real variable scalar, represents
the region enclosed by the sphere Tp=1.

Bx. 9. A sphere passes through the intersection of the planes SAp=0,
Sﬁp=0, Svp=0, which cut off caps the sum of whose areas is equal to 2wa?®.
Show that the locus of the centre is represented by

3Tp?+Tp.S(UAL+Up+Uv)p=a?
Bx. 10. The centre of a sphere of constant radius a describes a circle of

radius b concentric with the origin and in the plane Sap=0, Ta=1. The
equation of the surface generated may be written

T(+£bU.a""Vap-p)=a;

or 2TVap= +(Tp+d*—a?);
or 45%(Sap)? = 4b7Tp? — (Tp? + b2 — a3)P;
or 4a7Tp3 — 453(Sap) = (Tp? — b3 + a2)3;
or Su. P-o(@-8t L,
P+a(al-b3)t “a
or p=+bU.a"'Var+aUr (r a variable vector).

(a) Taking B and y, two auxiliary unit-vectors ndicular to one
another and to a, show);’hat perpe

a'Tp? - b3 (Sap)? =a?(Syp)*+ Sp(aB + avBFF — a%)Sp(af - a VB - a),
and prove that each of the planes
Sp(af + av/bi—a?)=0
touches the surface in two points and cuts it in a pair of circles.

# Examples 1-6 are taken from Hamilton’s Elements of Quaternions.
+ This and the last example are to be found in Hamilton’s Lectures on
Quaternions, Art. 879. ,
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Ex. 11. If p and ¢ are variable quaternions, while a and 8 are given
vectors, show that

op=p=pap~'+¢fq~*
represents the shell included between the spheres
Tp=Ta+TB, Tp=T(Ta-Tp).

(a) If y is a third given vector, and if @ and b are given acalars, the
point P terminates on the circle of intersection of the spheres

T(ap-y)=T(a-b)B, T(bp-7y)=T(a-b)a,
when the quaternions p and ¢ are connected by the relation
apap™'+bgfg~'=y.
(5) When the relation
Vy(apap='+bgfg~')=0
connects p and ¢, the locus of P is the surface
4(Spy»*{abTp3+(a - b)(aTa® - bTB*)}=Ty*{(a+b)Tp3+(a — b)(Tad - TS2)}2.
(¢) If the condition
Sy(apap™+bgBg~")=0
is satisfied, the point P must render the expression
4(8py)*{ abTp*+(a — b)(aTa? - bTR?)}
+(a - b)*Ty*(Tp* + Tat + T3¢ — 2Ta2[3? - 2T 323 — 2Tp3a%),
less than zero.

Ex. 12. The bars aB, Bc and cp are connected by universal joints at
B and c, and also to two fixed points A and p. If pisa point fixed in Bc,
and if we write .

P=AP=AB+uBC, p'=PD=u'BC+CD, u+u'=1,
where u is a given scalar, and also
AB=pap~!, BCc=qfg~}, cp=ryr-}, pa=§
where u, 3, 7, 8 are given vectors and p, ¢ and r variable quaternions,
‘prove that :
B A =p,u/(Pi+ u’B’ - 0.2) _P“(P’i,'_u'?B!_ 72)+l
e QU Vpp )
t being a scalar, and hence show that the inequality
1= TiP¥ +u3f2 - a?) - pu(p?+u3B -y}
- 2T un'Vpp'
determines the region within which the point p must lie.

(a) If the bar Bc remains parallel to the fixed vector B3, the locus of p is
the intersection of the spheres

(P—uBp=a* (0'-uBP=y4
(b) In this case the locus of the bar Bc is the cylinder

_ B al P 2 l_ .
[-s B+BV13-.&BV{F+(VB) H=r
(¢) When the quadrilateral aBcp is coplanar and when the motion is

confined to the plane ABcp, find equations of the form
p=tat+uve, f(z, y)=0,
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for the path of any point of a plane lamina attached to Bc, ¢ being a constant

unit-vector perpendicular to the plane aBcp, and f(z, y) being a scalar
function of x and y.

EBx. 13. Solve the equation

1 1 1 1
% - =0
p—a’ p=B p-y p-38
(a) If p/, ', 3’ and y’ are the vectors from the point D, the extremity of

the vector &, to the inverses of the extremities of p, a, 8 and y with respect
to b,
1 1 1

—+-, -——,=0.
. pF-a p-B p-v
Hence deduce the relations
E=B_v-B_F-7_ M)*,
p-a p-y y-a \y-d
(b) Solve similarly the quaternion equation
1 1 1 1

7-atq—t g g=a~?

by assuming
(g-d) (g -d)=(a-d) (@' -d)=(b-d)(¥ —d)=(c-d)(¢'-d)=1.
(Robert Russell.)



CHAPTER VIL
DIFFERENTIATION.

ARrT. 48. The equation

OP=p=¢p(t), cceverrerrrirrrrrcrnrernnnans (1)
in which a variable vector p is given as a function of a variable
scalar ¢, represents a curve in space, it being possible in general
to pass from one point P to another point P’ on the locus, only in
one definite way—namely, through the series of points deter-
mined by the variation of the parameter from ¢ to ¢'.

The chord PP’ of the curve is
PP =p"—p=¢(t)= (), ceerrerirrrerrunennns (ir)
and for the sake of argument we shall suppose that the para-
meter ¢ represents the time, so that P is the position of a moving
point at the time ¢, and P’ its position at the time ¢’

Q
qQ
/’ 9:
Y, .’ ‘ - _,B':.’_':_
Fia. 23.
. , PP ')—
Writing PQ = t’—t=¢(tt)'—‘t1’(t)’ ..................... (111)

it is apparent that had the point passed from P to P/, in the time
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t —t, not along the curve and with varying velocity, but alon
the chord and with uniform velocity, and that had it continu
to move uniformly along the production of the chord, it would
have reached the point Q in unit time. In a similar manner the
point Q" would have been reached in unit time had the point
moved uniformly along the chord PP”in the time in which it had
described the curve and had its motion been continued along the
chord without alteration. In the limit PQ represents rigorously
the velocity at the point P, in magnitude and direction, for Q is
the position the point would have reached in unit time had it
left the curve at the point P, preserving unchanged the velocity
it actually possessed at that point. The equations

po=lim 2 =20 _ 1y 3CE+M)—9(1)
: t—t A=0 h

. =lim n(¢(t+%)—¢(t))’

ceeeeo(IV)

are equivalent modes of expressing the limit to which we
advance ; the third being perhaps in closest agreement with the
illustration. It is usual to write

as an abbreviation for the limit.

The vector ¢'(t) is the derivative, the derived or the differential
coefficient of the vector function ¢(t) of the scalar ¢, and the
giﬂ’?ential of ¢(t) corresponding to any scalar differential

toftis

d. ¢(t)=li=q: n<¢(t+(-17:t) —¢(.t)) =¢'(t).dt. ........ VL)

This is a vector tangential to the curve and of length propor-
tional to the differential d¢ which may be large or small.

If ¢ is the arc of the curve, the vector ¢/(¢) is of unit length,
for in this case we may consider ¢ to represent the time for wnit
and uniform velocity along the curve.

If ¢'(t)=0, the extremity of the vector OP=¢(t) is a cusp or
stationary point.

Bx. 1. The curve p=acost+ Bsint
represents an ellipse of which a and 3 are conjugate radii.

[The vector p’=gi:= —asint+Bcost=acos (g+t) + Bsin (;:+t) is the
radius conjugate to p.]

Bx. 2. The parallelogram determined by conjugate radii of an ellipse is
constant in area.

[Ver'=Vaf.]
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Ex. 3. How is the point at the extremity of the vector
cos§(t+¢)  ,sing(t+?)
“ a3 =) Bosi(t-7)
related to the points ¢ and ¢ on the ellipse ?

Bx. 4. The curve p=as?+28¢+7 is the trajectory of a point moving
with uniform acceleration.

Bx. 5. What is the curve .
: 148 ¢
P=ai—a+2B 4!
Investigate its properties.
Ex. 6. A helix is represented by
p=acost+[sint+ye,

the vectors a, 3 and y being mutually rectangular, and the tensors of
a and S being equal. termine all particulars.

Bx. 7. A conic is represented by the equation  °

_att+2Bt+y

T al+2bttc’
Its centre is at the extremity of the vector
x=2=2Bbtya

2(ac—b?%)
[The curve meets an arbitrary plane in two points. Find the pole of a

chord, and in particular of the chord at infinity.]

Ex. 8. The equation VpaVBp=(VafS)
represents a plane curve—a hyperbola of which a and 3 are the asymptotes,

Bx. 9. Write the equation of the conic of Ex. 7 in a vector form
independent of the parameter. .

ART. 49. A vector function of two parameters, ¢ and u,

P=0(t, U), cerveiniiiiiiiieee (L)
represents a surface. It may be regarded as generated by the
family of curves w=constant, t variable; or by the family

t=const.
In strict analogy with Art. 48, (V1) we have

dp=dg(t, 'u,)=’}i=111u “=wmn[¢(t+%dt, u+%du)—-¢(t, u)]l

, (IL)
~lim kl—g[¢(t+hdt, w+gdu)— g(t, )] J

« h=0, g=0
where dt and du are any scalars. It is evident that this expres-
sion is linear with respect to d¢ and du, so that we may write

do=dg(tu)=¢' . dt+¢,. du=22 i+ 22 qu.......m)
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The derived vectors ¢'(t, u) and ¢ (t, u) are tangential respec-
tively to the curves u=const. and ¢{=const. at the point ¢, u; and
more generally the vector ¢'di+¢du is tangential to the
surface.

The equation of the tangent plane to the surface is

S(P—¢)¢'¢/=0’ or S(P_¢)ll=0, if vl v¢’¢,, .......(IV.)

and the vector v is normal to the surface. The equation of the
normal is

V(p=¢)V¢p'¢,=0, or V(p—¢)v=0, or p=¢+av. ....(V.)

Bx. 1. If ¢(¢) is a function of a single parameter, the equation
p=b()+ud' ()

represents a developable surface.

[This surface is generated by the tangent lines to the curve p=d¢(¢).
The normal vector s V(¢’+m{") .¢’" or V¢°¢', and is independent of u.
The tangent plane is S(p - ¢ —ud’) Vep'p"=0, or S(p - ¢$)¢d'¢"=0, and as this
is independent of %, it touches the surface all along the generator determined
by ¢. Conceive the tangent plane to roll over the surface and the successive

erators to become attached to it, the surface will be unfolded or developed
1n the moving plane.]

Bx. 2 The equation
P=g(t)+ua,
in which a is a constant vector, represents a cylinder standing on the curve
p=¢(?) and having its generators parallel to a. The equation
p=ud(f)+a
represents a cone standing on the same curve and having its vertex at the
extremity of a.
Bx. 3. Find the locus of a line joining corresponding points on two
homographically divided lines AB and cp.
o _attBta(ly+imd) .. _a+iB ly+tmd
[The surface is p Tt+tteQtem) S P=Txe» P=[qem 0F° the
homographically divided lines. This is a hyperboloid of one sheet.]

Bx. 4. Show that the variable line determines homographic divisions on
the lines Ac and BD.

Bx. 5. Find the scalar equation of the locus of Example 3, and show
that it may be reduced to the form

XY=2W,
where X, ¥, Zand W are planes.
de. 8. Find the locus of a line similarly dividing two given lines AB
and cp.

ART. 50. The equation

p=0¢( %, V), ceuverennnn cerernsacans ¢ 8)

in which ¢, w and v are variable parameters, may at pleasure be
JQ. E
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regarded as determining (L) a singly infinite family of surfaces,
for example, the surfaces found by assigning various but constant
values to v; (11.) a doubly infinite family of curves, for example,
t variable, w and v constant ; (I1L.) any point in space, for we can
in general find one or more sets of values of ¢, , v corresponding
to an arbitrary vector p. The scalars ¢, u, v are curvilinear
coordinates of the extremity of the vector p.

Differential of a quaternion fumction.

ART. 51. The differential of a quaternion function of a
quaternion is defined by the equation

a.F(g)=lim n{#(q+%)~re}=fdg), ..rocorntt)
or d.F(@)=lim }(F(q+hiq)~Fg}=f(dg)

a definition in complete agreement with the results of Art. 48.

The function f(dq) is a linear and distributive function of
the differential dq, while it also in general involves the quaternion
g in its constitution. To prove this proposition, observe that if
r and 8 are any two quaternions,

f(r+a)=1i“r:3;1{1"‘(<1+T+8 —Fq}

n

-t {0+ 20) a1 +1(r+2) -1
-t () Hg2)) +1im n{ (o) - )
= lit:n'n{l(q + g) - F(q)} +1inn=lwn{i'(q +%) —Fq }

or simply FO+8)=Ff(r)+1(8). cevrverieirinnininnnen (1)

As a corollary, J@r)=2f(r), coviiiiiiiiii (1)

if « is any scalar.
As an example,

. dg\? . [. dg.dg .(dgy
d-9’=1§‘tgmn{(q+ =) —q"}=h"glmn{q-+q : 7—3+£q+(—:} —q‘}

2
=lim{q .dg+dg. q+(l1({—},
and thus d.g*=q.dg+dg.q. ccooerrirrinnnnnninnns @v.)
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There is a notable difference between the differential of a
function of 'a single scalar and a function of a quaternion, which
is clearly illustrated by this example. In general, from a differ-
ential of a function of a single scalar d. F(x), we can form a

differential coefficient dfl';w)’ which is absolutely independent of

dz. Thus, d—dw—' 2 2, but dT' q2=q+dq .q.dg"! is not indepen-
q

dent of dg. And this, which is a consequence of the non-
commutative law of multiplication, is really quite in keeping
with the ordinary theory, for if F(z, y) is a function of two
independent scalars 2 and y, we cannot form a complete
differential coefficient from d.F(a:y)=%§dzc+%?dy, where dx
and dy are arbitrary, though we can of course form the partial
differential coefficients g and a—F We must remember that a
gnatemion is a function of four numbers, and that a differential
q is susceptible of a quadruply infinite system of values.
As a%econd example,

for d.q'1=]irgnn{(q+%dq)_l_q-1}

=1i11; n. (q+%dq>-l{1-(q+%dq)q-1}

n=00

=lim (q+,’l-z-dq)-l .dg.q"%

n=wm
Bx. 1. Prove that
d.S¢=8dq, dVg=Vdq, dKg=Kdg.
[Note that these symbols are distributive, or that
S(g+n-'dg)=8¢ +n~'8dg.]
Ex. 2. If v is a vector function of a variable vector p, and if dv=¢dp

show that ¢dp is a linear and distributive vector function of d¢, so that for
nny{’ﬂir of vectors ¢(a + 8)=(a)+H(R).

is is a particular case of (11.). Fuller details will be found in the
following chapter.]

ART. 52. The differential of a function F(q, 7, s,...) of an
number of quaternions is the sum of the differentials wit
respect to each separately, or

d.F(q,ns8..)=d,.F(q,7,8,...)+d,. F(qg, 7, 8,...)+etc., ...(L)
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where d, . F(q, 7, 8,...) denotes the differential of the function on
the supposition that g alone is variable. We may write

d.F(g,ns...)
=lim n{F(q-l- —dg, L d'r a+—da ) q, 7’, 8.---)}»(“-)

and this, by the process of the last article, leads at once to (L).
Thus,

d.gr=dq.r+q.drn
d.qq"'=0=dg.q"'+q.d.q"}, d.q"'=—¢q-'.dgq.q""

Generally in product of variable quaternions, the rule is to
dlﬂ'erentmte eu‘i quaternion in the position it occupies.

Ex. 1. Differentiate r=agbgc, where ¢ is variable.

Ex. 2. Differentiate (¢gr)® and ¢%3, where ¢ and r are both variable.

ART. 58. The differentials of the functions Sq, Vg, Kg, l'#,

e

Tgq, UVyg, ete., of a quaternion are naturally of importance.
have already stated that

dS¢g=S8dgq, dVg=Vdq, dK¢g=Kdg, .......... eeees(L)
and these results are immediate consequences of the distributive
character of the symbols, S, V, K.

Since (Art. 17, ];l 12)
Tq*=gKgq, we have 2Tq.dTg=dq. Kq +¢q .Kdg=2SdgKq
(compare Ex. 6, Art. 20, p. 15), and since Kg=Tgq(Ug)-?, the

differential of Tq is

_d dTq .dgq
qu_sU—lq, or T-qhs? .................. (1)
Further, since

g=Tq.Uq, and dg=dTq.Uq+Tq.dUg,
we have on division by g,

J dTq , dUq
Ty + Tg @ oooeeeeeeme s (L)
and therefore by (Il.), V. d?q ............................... (1v.)
In particular for vectors,

dTp = —d.p’= —2Spdp=2Tp’Sp"dp
and dp=Tp.dUp+ Up . dTp, and therefore,

dTp_ dp dUp d,,
S—B’ =V-L o iriiiieen (V.
Tp " p’ Up )
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The relations ~ S907—
Ugq

are worthy of notice.

0; S_=0 -uuu-.-..-u..-...(VI.)

Bx. 1. Resolve dp into components along and perpendicular to p.
™

Bx. 2 If p=ra* 3, where Ta=TB=1, Saf3=0, and where the scalars
r and « alone vary, show that

v oady, sd-9,
I3 p T
(a) Prove generally that TV .dpp-! is the differential of the angle swept
out by the varying vector op=p,
Ex. 3. If p and p’ are inverse points, the origin being the centre of

inversion, and if dp and d'p are any two differentials of p, and dp’ and d'p’
the corresponding differentials of p’, prove that

g%.=p"- (%ep_ [
and interpret the meaning of this relation.

Bx. 4 Com an element of vector area with the corresponding
element into which it is changed bé‘:'lx‘wersion.

(The elements are Vdpd'p and p~4. p~1Vdpd'p. p]

Bx. 5. Prove that
(a) dUVg=V ‘—%2 .UVq.
- dg
®) dVUg=V (v 2 Ug).
asug=s(v¥. u,).
©) q.( 7 q)

= d .
(@) deg=8 (ﬁqu : q)
Ex. 6. The vector a being constant, prove that
d.gag~'=2V.Vdgg~'.qag'=2¢(V.Vg-idg.a)g"
Bx. 7. Prove that
da*=dz(log Ta+ 7 Ua) o,
where a is a constant vector and 2 a variable scalar ; and that
da*=2892 o4 v 42 vor,
a a
where x is constant and a variable.

ArT. 54 If P is any scalar function of a variable vector p,
a differential of P is connected with the corresponding differential
of p by a relation of the form

dP = —=8udp, ccornerseeresrecraseaciaceanil),
the vector v being a function of p but independent of dp.
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The rate of variation of P along any direction a (Ta=1), may
be written in the form
deP==8va, .cccoocveienrrrrnnrnennans (L)

it being understood that the suffix a attached to d signifies that
the corresponding differential of p is
dp=a. .ccevuuuen. tesrecececacnsncnes (11L)

This rate of variation as expressed by (L) is the projection of
the vector » along the vector a, and consequently the rate of
variation of P is maximum along the vector v, being then equal
to Ty, while it is zero along any direction normal to ».

Having given the variations of P along three non-coplanar
directions, or what is equivalent, having given the differentials
dP, d'P and d"P of ? corresponding to three non-coplanar
differentials dp, d’p and d°p of p, we can determine the vector ».
We have in fact '

==S8udp, d'P=—-8Sud'p, d"P=~-Sudp, .......(IV.)
and by the fundamental formula of Art. 26, p. 24, we find
_ _Vd'pd"p.dP+Vd"pdp.d'P+Vdpd'p.d"P )
bl Sd “i, Pd,,P o sesees .

Thus it appears that the vector v is derived from P by means

of the differentiating operator

Vd'pd"p.d+Vd"pdp.d'+ Vdped'p.d"
V=~ e prreeeees VL.
Sdpd’pd”p (L)
in which dp, d’p and d"p are any three non-coplanar differentials
of p, and in which d, d" and d” are the corresponding symbols of
differentiation.

Bx. 1. Prove that VSap= —a,
vpi=—-2p,
VTp=+TUp,
VIVap=+UVap.aq,
VT(p-a)?'=-U(p-a).T(p-a)2
[Theee follow from the relation dP= —SdpVPL.]

Ex. 2. Show that
8aV.Tp 1= ~8ap.Tp™3,
88V8BaV.Tp1=38apSPp.Tp~t+SafB. Tp3,
SyVSBVBaV.Tp = - 3. 58apSBpSyp. Tp~7 - 3Z8LySap. Tp~.

ART. 85. The form of the expression found in the last article
for VP suggests a new view of the subject which is applicable
;1‘11 the g?}eml §a.se when P is a vector or even a quaternion

metion of p. Suppose a parallelepiped constructed having its
edges equal to any three vectors dp, s;d and d"p, and having its
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centre at the extremity of p. If we suppose the vectors arranged
in positive order of rotation (compare Art. 24), Vd'pd’p is the
outwardly directed vector area of the face having its centre at
the extremity of p+4dp; and — Vd'pd"p is likewise the outwardly
directed area of the , centre p—3dp. Also —Sdpd’pd’p 18
the volume of the parallelepiped.

Let F(p) be any function of p, scalar, vector or quaternion,
then the sum of the products of the outwardly directed vector
faces into the value of F(p) at their middle points is

Vd'pd"p.Fp + 3dp) + Vd"pdp. F(p+4d’p) + Vdpd'p. F(p+ 3d”"p)
- Vd'pd"p. Fp - 3dp) -Vd'pdp. F(p - }d’p) - Vdpd'p. F(p- §d"p), (1)
and the quotient of this sum by the volume of the parallelepiped is

2Vdpd’p. {(F(p+3dp)=F(p—3dp)} (1)
S I

Each edge being diminished in the ratio %{, the quotient becomes

n-*EVd’ 'p{ﬁ'(p+%zdp)-r(p—2lndp)}
RS P .
So that when n increases without limit, or when the parallele-
piped whose edges are }.’dp, '—'-];Id’p, ;‘d'p decreases without limit,
the limiting value of the quotient (111.) is (compare Art. 51 (1.))

’ an 1 1
b p-{Fo+gade)=Flo=gz0)}
- lm 7’ ”
=0 Sdpd pd p
SVd'pd”p.dFp
W = v . Fp ------------------- (IV.)

Thus V. F(p) is the limit of the ratio which the sum of the
products of the outwardly directed faces of a pa.rallelepi?ed into
the mean values of F(p) over the faces bears to the volume of
the parallelepiped. And the vectors dp, d’p, d"p being arbitrary,
the result is independent of the shape of the parallelepiped.

Take the case in which F(p) is a vector function (o) of p, and
consider separately the scalar and the vector parts of V.s. The
scalar part is the limit of the ratio which the sum of the scalar
groducts of o into the outwardly directed elements of the sur-

ace—or which the sum of the inwardly directed normal com-
ponents of o into the corresponding area*—or which the surface

veeenan(TIL)

* Remember that Saf is minus the length of one vector into the projection of
the other upon it.
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integral of the inward normal component of s—bears to the
volume. Thus if ¢ represents the flux of a fluid, SV is the rate
per unit volume at which the amount of the fluid is increasi

at the point in unit time. In other words SVe is the rate o
increase of the density at the point. If o is the velocity of a
fluid and ¢ the density, co is the flux, or the mass of the fluid
that crosses unit area normal to ¢ in unit time, and SV . (co) is

the rate of increase of density at the point, or % Thus

%=sv<c¢). .............................. )

For an incompressible fluid, ¢ is constant and SV¢ is zero.

In like manner, V.Ve is the limit of the ratio borne to the
volume by the integral over the surface of the vector product
V.Uv.o.d4, where Uy is the outwardly directed unit vector
along the normal and d4 the scalar element of area, or where
UwdA is the outwardly directed vector element of area.

Since it has appeared that these results are independent of
the shape of the parallelepiped, it follows that they are true for
any closed surface formed of a single sheet, and we have

lim w"—{i’—’-) =V.F(p), coeerrnirnnennnennns (vL)

where dv is an outwardly directed element of vector area of the
surface, and where v is the volume, the limit being arrived at
when the surface becomes indefinitely small.

ARrT. 88. Towards further elucidation of the operator V, con-
sider the analogous integral taken round the vector sides of a
parallelogram, having its centre at the extremity of the vector p.

(2

dp
Fic. 24.

Circuiting in the positive direction and forming the product of
the vector sides into the corresponding values of F(p) at their
. middle points, the sum is
. dp.F(p—1dp)+dp. F(p+3dp)—dpF(p+id'p)—d'pF(p—}dp)
: _terms and dividing by the area of the parallelogram,
is

- = }= 4+ = -
p

-
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Now let the parallelogram be indefinitely diminished by replacing
dp and d’p by 1d,o and —l-d’ , and we have in the limit,

{F P"‘ ) Flp- p)}‘df’{ (P+2) (” 2n)}
. n-TTVdsdp
_dp.dFp—dp.dFp

TVdpd'p

........................ ()
But this is equal to
{V.Vdpd'p(Vd'pd"p.d. +Vd"pdp.d". +Vdpd'p.d". )} Fp
—Sdpd'pd"pTVdpd'p
becausel V(Vdpd'p. Vd'pd"p)= —d'pSdpd’pd"p, etc., so that the
is

in

V—%’{’%&’—V’ =V(Us. V). Fp oo n(IL)

if Uy=UVdpd'p is the normal to the area about which the
direction of circuiting is positive.
As in the last article, we have for any plane closed curve

without loops,
lim EP—F(P—) =V(Uy.9). F(p), veverrermeree ()

dp being now a vector element of arc of the curve and A being
its scalar area.
In particular for a vector function (¢) of p, we have separately

lim @E ~S(VUW . o), lim } Vd"" =V(VUW . 0)....(IV.)

It is obv:ous on using the expanded form of V that we may

write
S(VUW. ¢)=S(UyVVe)=SUiVao, .....ccceeuee.(V.)

or that we may in this relation at least treat V as a vector in
combination with other vectors, it being understood that V
operates on ¢ but not on Uy.

This result leads us back to an interpretation of VVo
analogous to the interpretation of VP in Art. 54. We have

SUyVVe=lim I—Z”—", ...................... (VL)

or the limit of the ratio which the integrated component of o

along the arc of a plane curve (—[Sdpc) bears to the area of that
curve, is equal to the component (— £6 vVVa) of the vector VVeo
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alon% the positive normal to the plane. This is & maximum and
equal to TVVe when the plane is at right angles to UVVs; it
vanishes when the plane is parallel to that direction.

If Sdpo is the differential of P (some scalar function of p), the
integral [Sdpo depends merely on the limits between which the
integral is taken (leaving aside cases in which singularities
occur), and is in fact P(p,)— P(p,) if the integration extends
from p, to p,. For any small closed circuit therefore the integral
vanishes, tﬁe initial and final points of the path of integration
being coincident, and therefore

VVe=0, if Sedp=dP. ......cccccuu...... (VIL)

Conversely, if VVo=0, we must have Sgdp the differential of
a scalar P; for in this case the inte; {) round any small
closed circuit vanishes, or what is equiv. ent,ltl;)ici]?begmb 1 frl(:m

to p, is equal and opposite to the integra. y another
b th fgm ps 0 py, oOr agﬁ?n??the in from p, to p, is indepen-

ent of the pa.tﬁ? These results will be extended to the general
case of curves which are not small. At present we remark that
VVVP=0, or VV:P=0, or V:P=gscalar,...... (viIL)

if P is a scalar function of p, is involved in equation (VIL).
ART. §7. It is useful to express the operator V in various
forms. If, for example, as in Art. 50, we suppose the vector p

to be expressed in terms of three parameters u, v and w, and if
we write

dp=22 du=pgdu, dp=Ldv=pds, d'p=Ldw=pdw, (1)

the symbols of differentiation d, d’ and d” refer respectively to
u, v and 10, so that symbolically

a 1_2 11_3 !
d—b_u .du, d =" dv, d =3w" dw. ............(IL)
On this understanding, equation (VL), Art. 54, becomes
0 ) 0
v__VMs-gu+Vpsm-a—,,+mez-a—w -
= —3 . eeeenns )

If the parameters are so selected that the derived vectors
Pv ps and py are always mutually perpendicular, the symbols V
and S in (1) become superfluous, and the expression for V
reduces to the simple form,

)

A

RAPAES Sl
o P agy e (1v.)
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If the vector p is expressed in terms of the Cartesian
coordinates =z, and 2z, so that p=ix+jy+kz, we have
—" p!'—]r S_k and

V= +L cerrnesessersnesnenas(V2)

+
&
This last form may be regarded as the canonical form of the

operator. We have, for example, when g is the operand,

V.q=iZd i3 4138 =250 + 251 = vsg+8Vg+ VUV

and we shall write

q.V—aq z+ Bq k= Ezasq+2 qz-VSq+SVq VVVy;

3.'/

so that in combination with its operand V acts as a vector in
combination with a quaternion.

Again if a is a constant quaternion, we have symbolically, an
operand being understood,

V.a=tia +]a—+ka, -V.Sa+SVa+VVVa,,

a. V=ai——+aja—+ak—=V. Sa+SVa—-VVVa;

and in combination with a quaternion, not the opera.nd V still
plays the réle of a vector.
In combination with itself

V.V.q=V. (»a—q+laq+kaq

oy
29°q | 139% oq
oy T H Hiks Jaz"' I 520y

oq g %q
Hhoi et ootV a.r. "'”ayaac

=’l,2 q+] +k8

and generally in all combinations V may be treated as a symbolic
vector. Of course some little care is necessary when V is ex-
pressed in the general form, but it is precisely of the same kind
as the care required to dxstmgmsh between

(=) =“‘a?+’“” % 2nd “‘(a%)’



76 DIFFERENTIATION. [caAP. vIL

Ex. 1. Show that if g= W+iX+5F+42Z,

090X OFY °oZ .[OW 3Z oY
Vg= ‘&“a‘—ai—t -a‘f‘ai—'a;

.fOW
(5 HE a5
Bx. 2. Verify that

V.Vo=Vt.o=—- %+%+%)¢, where o=1X+;Y+4Z.

Ex. 3. Prove that Vp=-3; VV)Ap=2A; VUp=-2Tp!; Vp1=Tp3;
V2. T(p—A)1=0 if p is not equal to A; WTVAp=—-T(VAp)-!;
Vi og TVAp=0; V3fTp=—f"Tp—2Tp='fTp.
[For example, TV ap= _E%é%:xa_ _vmvx;a-ﬁ LCAZLY
Ex. 4. Prove that VAV.p=-21; VVVAV.P=-AV:P+VSAV. P.
Bx. 5. Show that
(uV+Va)g=28aV.q, («V-Va)g=2VaV.q.
[Here (aV+Va).g= —Eanpde';’E;fd L2 dg= —32%-6‘%]
Ex. 6. If Pand @ are acalar functions of p, show that
V.PQ=VP.Q+V@Q.P.
Ex. 7. If p and ¢ are quaternion functions of p, show that
V.pq=Vp.q+V.po. ¢

where the suffix is intended to denote that the affected symbols are not to
be operated on by V.

Ex. 8. Interpret the expressions
VVV'.PQ, SVVV'.PQR,

where the accents indicate that a marked symbol is to be operated on by the
correspondingly marked V.

[If P and @ are scalars, the first expression is V(VP)(V@Q), or

(2P %_2P %),
G

This last expression is also true when P and @ are quaternions.]

Bx. 9. Find an expanded form for V2. PgQ.

Bx. 10. Find the expression for V in terms of the usual r, # and ¢
coordinates. [Use the relation (1v.).]
Ex. 11. Show that ¢. V= —K.VKgq where V operates on ¢ in situ.

[It is sometimes convenient to place the operator to the right of the
operand.]

Bx. 12. If £.(p) is any homogeneous function of p of the order n which
vanishes under the operation of @‘, the function Tp=*-.f,(p) will vanish
under the same operator.
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ng that V’(Tp =0, we may write this relation in the form
(1Yh+V¥’rm fa)=0, etg we remove the accents after the operation.

is expan into V f.+SSV'Tp"‘V Sfat+Tp™.V3f,=0, and obeerving
that SpV. fu= —nf, beeu.use JSa i8 homt’)ﬁfneous in p, we eully find the
equation reduces to m(22+41+m)=0 is result is of importance in the
theory of spherical harmonics.]

ArT. B8. Given a quaternion function p=F(g) of another

quaternion f we have seen how to express dp in terms of dg

(A.rt. 51). It is a more difficult problem to express dq in terms

of dp, and we postpone the general method of solution for the

nt.* However, there are a few cases in which the problem

can be solved dlrectly, such as to find the differential of the
square root of a quaternion.

Here p=q¥ or PP=q,cceeiriiiriiiiirennn. (1)
so that pdp+dp.p=dg...cccoeninrinininninn.n (1)
Multiply this by Kp and into p, and two relations equivalent
to (11.) are obtained,
Kp.p.dp+Kp.dp.p=Kp.dg; p.dp.p+dp.pi=dg.p. (111)
Adding, we have '
dp.(Tp*+2pSp+p*)=Kp.dg+dg.p
because p+Kp=2Sp, Kp.p=Tp?*;
4.dp.pSp=Kp.dg+dg.p
because Tp?=(8py*=(VpP, p*=(Sp)*+28p.Vp+(Vp)*;
3_Kqt.dg.qP+dg
4Sqt
As another exam(!)lle, under which this might have been in-

cluded, to find the differential of the n*® root of a quaternion
(n being an integer), we have
1

p=gq» q=p", dg=dp.p"~'+p.dp.p"**+...+p""'.dp. (V)
Multiply dg into p and subtract the product pdg, and
dg.p—pdg=dp.q—qdp, or V.VdgVp=V.VdpVq. (V1)
Thus, with an indetermined secalar 2,

V.VdqV: V.VdqV:
Vdp=—d‘q,q—p+—z, or dp= q p+(Sd +V ) (viL)

Turning to (v.), we have on substitutlon from (vir),

d9=“-P""Sdp+Vdp-p""+P‘;V\?g'g""+...+p"-lv«ip
='n.p"-lsdp+viq_ np’l-l_'. : qu p

x(p*'+Kp.p*-*+(Kp) . p*-*+... +(Kp)*-1),...(vIIL)
* 8ee Art. 150, p. 273.

and hence d¢*=
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because ¢ and p are commutative in order of multiplication,
and because ap=Kp.q, or a(Sp+Vp)=(Sp—Vp)a if SaVp=0,
the vector V. VdgVp.(Vq)-! being perpendicular to Vp. Again,

»__ K )n Vpn
n-14L Kp.p*-24ete. =B_(_L=____
r P-P p—Kp Vp
since p and Kp are commutative in multiplication, and the
expression (VIIL) reduces further to

V.VdgVp Vg

— " - _w_ ”n-1 .
dg=n.p lSdp+vq. np"-t4 Vg Vp coneen(IX)
Thus we have by (vi1.) and (IX.) on elimination of x
_V.VdgVp pV dg.p
dp——v—q—(l-—n——-q—qvp s e (x.)

and the sought differential dp is expressed in terms of p, g and dg.

ART. §9. Writing the first differential of fg in the form

. d.f3=/1(q) Ag)y ceeerrrrermirnnirenniennnn. SR ( §)
to indicate that it is a function of ¢ and of dg, linear in the latter, the
second differential may be expressed by

di. fa=/fy(g, dg) +£1(g, d3g), eeverrrrnrnirrennnnnnnnnes (11.)
where f;(q, dg) is homogeneous and quadratic in dg.
A 81{:11 ar qrooess hoﬁ;s in genenﬂ, and in pagtgcular if dg is constant, so
that d’¢=0, d%¢=0, etc., we have
d™. fg=d. fru-1(q, Ag)=Fu(g Ag). cervrerrrrrrrirnnannians (111.)

Suppose that f(¢) and its successive differentials up to the m™ are finite
for finite diﬂ'emntizls of g, and consider the function

F@)~f(q+ap)~F@) -1 -fi@ = {5 i@s Phos= g fori@s P enli)

in which x is a scalar and ¢ and p are two quaternions. Diﬂ'erentinti:ﬁ
with respect to r, and leaving p and ¢ constant, we find by the gene
relation (111.),

a"i’)=f,(q+m 2)-£i(g, p) —'%’ .fa(g, P).-. ——ﬁ:;f-—:(‘b ) )

a_’%)=f’(q +ap, P) -f,(q, p) —%‘fs(q, p)--- - %fm—l(% p)’
e |m-3 F.(V)
T =frm-1(g+2P, )~ fm-1(qs D)

z".é%’%f..(q +ap, p). J

Putting #=0 in (1v.) and (v.), we see that F(z) and its successive
deriveds up to the order m — 1 vanish when x=0, and consequently

F (1‘)=§ (0 ) F . SR (v1)



ART. 00.] TAYLOR’'S SERIES. 79

where r,, is some quaternion function of x, ¢ and p, and where by (v.)
. F@)m . ‘
h:o ——'—=hm ( Sn(@ P)F7m)=Ffn(qy P} cerevreneeniand (viL)

By taking x small enough n is consequently possible to render 7,
infinitely small in comparison with f,.(q, p), or

hﬂ,Tf_( ,p)—O ................................ (viiL)

Replacing xp by p in (1v.), what we have proved is that
FGHP=F @+ TG P {3/l PV ot g s PPl ()

where r,, is a function of ¢ and p, which becomes evanescent in comparison
with f.(¢, p) for sufficiently small tensors of p. This theorem is what
ilton calls “ Taylor’s Series adapted to quaternions.”
In certain eases, for a large value of m, the term

E {fm(qi P)+rm}

:_)eeomes negligible, and we may write the expansion in the usual symbolic
orm,

Ag +p)=e"f(q)=f(q)+i Sl P+ 1_—21’2(9, p)tete; dg=p, ....... (x.)
or more explicitly for a vector variable,
1 1
f(p-i-z::)=e‘s"7.j(p)=f(p)—-TSI:)V.]'p+r2 .(STVR. f(p)+ete. ...(x1.)
ARt 60. Instead of differentiating a second time with the same char-

acteristic d, let the differential of

df(q)=filg dg) -
be taken for a new characteristic, d’ corresponding to the differentials d'q
and d’dg of ¢ and dg. The result may be written

. dd.f(g)=1(g, d'dg)+fs(g ' dg), werrevrevcriricrranenn (1)
where in full, . 1
filer &g, dg)=lim n{£,(q+1d'g, dg) ~/i@ )} srvrnir)
Reversing the order of differentiation,
ad’. f(9)=ri(g, dd'g) +15(g dq, A'g). cervereerirereenaas (111.)
We shall now prove the relation
J2(@ 7 8)=F3(q) 8 ) cevenniiniiniiicinenen (1v.)

where r and s are any two quaternions replacing dg and d’q in the functions
which occur in (1.) and (111.). We have by (11.),

fg 7, 9 =lim n{f,(q+—r, .) -1i(g ,)}
=lim [hm m f(q+ r+—a _f<q+ ,-)}

i n{s(r+2)0)]
=lim mn{f(q+ r+—a f(q+ r) r’(q+l )+fq}

and from symmetry this is equal to f;(g, 8, 7).
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More generally, if by successive differentiation of a :umn £(q), a function
g0 18 constructed, the y quaternions

f(qryry...1.) 18 order tn which ¢t N NS X
are lgmupcd among themselves is i al.
n virtue of (1v.), it appears that
d'd.f(g)-dd’. Ag)= fi(g, d'dg —dd'g); ........... ceeeeneeas(V.)

and in general this difference vanishes if, and only if, d'dg=dd’q.

Bx. 1. If @ is a scalar function of p, and if dQ=Sydp, dv=¢dp, show
that the function ¢ is self-conjugate, or that Sa8=88¢a, where a and 8
are any two vectors.

[This is a particular case of (1v.). Compare Art. 51, Ex. 2, and Art. 62.]

Bx. 2. If v, and v, are any two vector functions of the vector p; if
dv, =, (dp) and dv,=$,(dp), and if V operates on all functions of p on its
riglht, ow that

S1V.8yV. - 81V.8nV.=8(¢,v3—d))V.;
or in other words prove that the two operators produce the same effect on
any function of p.

Ex. 3 If and r are any three quantities or operators, not necessarily
commutative 1;:1’ grder of operation or multiplication, show that

(7, 9)r1+[lg: rlP)+ ([ Plg]=0
where [p, ql=pg-gp, ([P, 9} r1=[p, qlr-rlp, g}
Ex. 4. If p and ¢ are any two quantities or operators, show that

e-'pe°=p+’{l+{3‘§+l—%+etc-, where  p.=[pa1, 91;

and hence prove the equation connecting operators,
) SV Sype= Y =8y,y,

where v, and v, are any given functions of p, where v, is a determinate
function of p and where V operates only on functions on 1ts right.

ART. 61. To find a stationary value of the scalar function
f(p), whenever a stationary value exists, we equate to zero the
first differential

df(p)=Swup ...... SN (L)

of f(p) for all differentials dp. This requires the vector » to be
zero, for otherwise Sudp cannot be zeroegor every differential dp,
and the stationary va.ﬂ:es are obtained by substituting in f(p)
the vectors p which satisfy the equation

V=0t (1L)
If the stationary value is subject to the condition
F(P)=0, errereerrereennen eeveeseens(TIL)

where g(p) is a given scalar function of p, the differential dp
i8 no longer arbitrary, and the conditions are

df(p)=Srdp=0, dg(p)=SAdp=0, .............. (v.)
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where \ is a new vector function of p defined by the nature of
the function g(p). Considered geometrically the condition (11.)
requires the vector p to terminate on a certain surface and con-
strains the differential dp to be tangential to the surface as
expressed by S\dp=0. The function f(p) has a stationary value
if df(p) vanishes for every differential dp at right angles to A.
In other words we must have » parallel to A, or

v+aA=0, or VIA=0, .eoeerurrrrrrenne. ree(V)

where z is a scalar multiplier. The solutions of (1) and (v.)
afford vectors p which render f(p) stationary in value.
Again if there are two equations of condition,

9(p)=0, h(p)=0, .cceevvrrrrcernennn (VL)
the differential of dp consistent with these conditions must satisfy
dg(p)=SAdp=0, dh(p)=Sudp=0, ............ (viL)

so that dp || VAu, and if in addition f(p) is stationary in value so
that df(p)=0, or Sudp=0, we must have v coplanar with A
and u, or

v+aA+yu=0, or SyAu=0, ..ccceevrnennns (vur)

where z and y are two scalar multipliers. Here the three
vanishing scalar functions of p, g(p)=0, k(p)=0 and SyAu=0,
serve to determine a certain number of vectors p as vectors to
the points of intersection of three known surfaces, and substitu-
ti:ln of any one of these vectors in f(p) will give a stationary
value.

For the solution of the equations, no general rule can be laid
down. Sometimes, indeed most frequently, it is more convenient
to deal with the equations (v.) and (VIIL) involving = and y
rather than with the results of elimination of these scalars.

To examine the nature of the stationary values of f(p), it is
necessary to proceed to second differentials. For exa.mp{; when
there are two equations of condition, we have in addition to (VIL)
(compare Art. 51, Ex. 2, Art. 60, Ex. 1),

d2g(p)=SAd%p+Sdpgpdp=0, d*h(p)=Sud?p+Sdpg,dp=0, (IxX.)
p+Sdpgdp P p+Sdpg,dp

where ¢, and ¢, are two linear vector functions determined by
the functions g(p) and k(p), and we must consider the sign of

d¥}f(p)=Swd%p+Sdpgdp, ....euvvrniienrinnnns (x.)

when :.A)slropriate values of p and dp are substituted therein.
By adding the equations (1X.) multiplied by « and y to this we
have by (viiL)

) Qd’f(p)=8dp(¢+w¢l+y¢,i‘)dp, where dp || VAg, .......(XL)



82 DIFFERENTIATION. [cHAP. V1L

the scalars  and y being given by (vIIL) in terms of », A and u
by means of the relations Vuv=a2VAu, ViA=yVAu, in which
we suppose the appropriate value of p to be substituted. For the
negative sign, f(p) is & maximum, while it is & minimum if the

m%n is positive.
n like manner, when there is only one equation of condition,
we find

d*¥(p)=Sdp(p+x¢,)dp, where SAdp=0, v+2A=0, (XIL)
and if d%(p) is positive for every dp perpendicular to A the
function f(p) is 8 minimum; if l('i};f(p) changes sign for some
vectors dp perpendicular to ), the function is merely stationary ;
if d%f(p) is constantly negative for the differentials dp, the
function is & maximum.

Bx. 1. Find the stationary values of Tp, subject to the condition,
(p—u)+at=0.
[Here dTp=—-8Updp=0, where dp satisfies S(p—a)dp=0, so that
Upllp—a, or p||a, or p=za say, and the condition gives
(r—1)%a%+a?=0, or xr=1+aTa"},
80 that p=aztala]
- Bx. 2. Find the stationary values of Tp when (p—a)*+a3=0, 88p=0.

EXAMPLES TO CHAPTER VII

EBx. 1. If or=p=a'B, Ta=1, Saff=0, the locus of the point P will be
the circumference of a circle, with o for centre, and oB (=f) for radius, and
in a plane perpendicular to oA (=a).

Bx.2 If op=p=V.a'B, y=0c=Vaf, Ta=1, the locus of P is an
ellipse, with its centre at o, and with oB and oc for its major and minor
semiaxes.

Bx. 3. If under the same conditions as in Ex. 2,

oF=LF'=a"'Vaf}, oF'=p’=a"'Vap,
the locus of ¥ is a circle with o8’ and oc for two rectangular radii. The
equation of the circle may be written

p=ap.

Ex. 4 If or=p=a'B, Saff=0, the locus of p is a logarithmic spiral with
o for its pole.

Bx. 5. If or=p=V.a'B, the locus of P is an elliptic logarithmic spiral—
a plane curve which may be projected into an ordinary logarithmic spiral.

Bx. 6. The equation

p=cta+a‘f with Saf=0, Ta=1,

represents a helix, while the locus of the perpendiculars to the axis of the
helix which intersect the curve is represented by

p=cta+wua‘P,
where « is a variable scalar.*

* These Examples are taken from the Klements of Quaternions, Art. 314.
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EBx. 7. If we project the ellipse
p=acosr+fSsinz
ona &l:no at right angles to the vector A, the vectors a and S will project

into the principal semiaxes of the projection provided
8.VAaVAB=0,
(a) They will project into equi-conjugate radii if
TVAa=TVASB.

GO If  SaUA=z[}(B-a’)£/{1(B -’ +(SaB)}],
SBUA=F[}(a- BY) £ V{}(B*~ a?)* +(8SaB)'}],
the ellipse will project into a circle—one of four, of which two are imaginary.
(¢) The squared radii of the circles of projection are '
-3(a*+BY) F J{} (B - a®P+(SapB)},
the upper sign corresponding to the real circles.
Bx. 8. A circle of radius +2-1TR rolls on a circle of radius T3 and

centre o, and carries with it a point P at a distance /T3 from its centre.
The locus of the point P is represented by

or=p=(14+n"1)a'B-la"t"B, Ta=1, Saf=0.
(a) Prove that dp=4r(1+2)a(p—a'B)ds,
and assign the geometrical interpretation.
(b) If the variable scalar ¢ represents the time, the equation of the hodo-

h *
graph ¥ 18 p=4r(l +n)a(n-1a'B — lat+™1g),

and show that this curve may be generated by a point carried by one circle
rolling on another.

(¢) Show that the condition for a cusp on the path of the point P is
1=nla™,
and discuss fully the nature of this equation.

(d) Prove that the vector of acceleration of the point P for uniform
motion of the circle is

p=1r¥(1+n){(2+n)a'B—(1+n)p},
and determine the condition that the acceleration may momentarily vanish.

(¢) The condition for an inflexion is found by expressing that Udp is
stationary or that Vdpd3p=0, and it may be reduced to

Bn¥(14+n)—In(2+n)Sa™+1=0.
(/) Show that the inflexions lie on the circle
_[@+n)(1+n) ~ P23 +2m) |}
Tp n(2+n) } 8.

Ex 9. Under the same conditions, what curve, or rather what system of
curves for various values of the scalar / is represented by p=B¢t+la’3?

* The hodograph of an orbit is the locus of the extremity of a vector drawn
from a fixed point to represent the velocity of the moving body.
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Ex. 10. (a) If oq=¢(¢) and oQ'=V(u) are the equations of any two
curves the relation
Td. ¢(t)=Td. ¥ ()

is equivalent to a differential equation connecting the parameters so that
corresponding values of the parameters in an integral determine equal arcs
measured from fixed points on the curves.

(b) If the condition (a) is satisfied, the quaternion
d.6()
d. ¥(u)
is a versor which renders the tangent to the second curve at u parallel to
the tangent to‘the first curve at tﬁe corresponding point ¢.

(c) When the curves lie in a common plane, the condition (a) being still
satisfied, the equation a. 4
X10

oP=p=()- TS (1) =0a-ra

is'the locus of the pole of the second curve when it rolls along the first so
that points answering to corresponding values of the parameters ¢ and u
remain in contact.

(d) The vector tangential to the roulette at the point P is

d
dp=-(d.;{$).‘p,
and this vector is at right angles to p— ¢(¢) because the quaternion of (b) is
a versor.

(¢) The equation of the normal at the point p is therefore

B=or+zPa=¢(0)+(z—1). g% V().

Ex. 11. The earth and a planet being assumed to describe circular orbits
round the sun, show that the apparent path of the planet is represented by
p=Uley*" " a-bB%a)
where ¢ is the radius of the orbit of the planet and b that of the orbit of
the earth, where P and E are the periodic times of the planet and the earth,
where y and 3 are unit vectors normal to the planes of the orbits and where

a is a unit vector directed towards a node.

(a) Show that the equation

SB(ey*r ™" —bBUF ) (cP-ly e~ —bE-1 grer ) =0
determines the values of ¢ corresponding to the stationary points” at
which the motion changes from direct to retrograde or vice versa.

BEx. 12. Show that the equation
p=hVa*+ua‘'l where Ta=1, Saff=0
represents a cylindroid referred to its centre, and deduce the scalar equation
BV ap*Sap=2kSPBpSafp.
Bx. 18. Describe the loci represented by the following equations :
(i) p=aSAUT;
(ii) p=aSAUT+ BSuUr;
(iii) p=aSAUT+ BSpUr+y8yUr,
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where a, 3, ¥, A, p and v are given constant vectors, and when the auxiliary
variable vector 7 is perfectly arbitrary.

(a) What modifications must be made in your interpretations when 7
remains constantly inclined to given direction ?

Ex. 14 (a) If Spdp=0, show that Tp is constant.

(8) If Vpdp=0, it follows that Up has a fixed direction.

(¢) IfS 3p =0, show that UVpdp has a fixed direction and the vectors
p are el to a fixed plane.

Ex. 16. Show that
T(1+9)=(1+}1+Eq)h, T(1+9)=(1+9(1+Kg) 4.
(Elements of Quaternions, Art. 343 (9).)
Ex. 16. Prove the relations
U(a+B)="Ua.(1+a"B)} 1 + Ba-1) ¥, g(f;‘:__*[{’)),=¥f§(l+a—lp)'*(1+Ba—l)‘*;
and find the development to the third order when TS is small in comparison
with Ta.
Ex. 17. Supposing the earth to describe a circular orbit round the
sun, show that the parallactic ellipse of a fixed star is represented by
==V, y’aa"‘ 1. Uo
- where o and y*a are the heliocentric vectors to the star and to the earth
respectively.
(a) Show also that
UVey.Tas! and U.oVey.TaSyor-!
are the principal vector radii of the parallactic ellipse.
BEx. 18. If v is the (scalar) velocity of light am:eg the velocity of the
earth in its orbit, the aberration of a star is represented by
U@Uo +p)- Ue.
(a) The earth’s orbit being supposed circular, the aberrational ellipee is

given by
T=—-vWuVU.y**as. U

where u is the scalar velocity of the earth.

BEx. 19. Assuming the effect of refraction to be K times the tangent of
the zenith distance, show that a star in the direction of the unit vector o
appears to be in the direction of the vector

Vio
(l +K St )°
where £ is the unit vector directed to the zenith.

Ex 20. If pis a point in a body attached at B and ¢ by universal joints
to two bars BA and cp having fixed universal joints at A and p, show that
the motion of the point P 1s subject to the conditions implied in the
equations

AP=p=pap=l+qeg~!, PD=p'=ryr-l+gng!,
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‘where a, ¥, ¢ and 7 are fixed vectors and where p, ¢ and r are variable
quaternions ; prove that the envelope of the point may be determined by
identifying the equations

8Vdgg-'.Vgeg~'p=0, SVdggt.Vgng1p'=0;
and show that these conditions require the five points ABPCD to be coplanar.

Ex. 21. If Sodp becomes the differential of a scalar function of p when
multiplied by a suitable factor, show that SoVo=0.

Ex. 22, If dv is the directed element of a surface at the extremity of
the vector p, the element of solid angle it subtends at the origin is
SdvV. Tp

Bx. 28. Show that
- Vdg Vdg
d.e'_(qu+S L .Vq)e'+V. . Ve

Ex. 24, The differential of a function of the vectors p and o, o being a
function of p, may be written in the form *

d.P= -Sdp(V, - Vy'Se'Vs). P

where V, and V, operate respectively on p and on o as explicitly involved
in P, and where 6:6 operates on p as involved in o’, the accents being
removed after the performance of the indicated operations.

(a) If P is a scalar function of p and o, and if o is a function of p which
renders P constant,
V,P -V, Sc’V,P=0.
(b) If the same function o renders constant another scalar function Q of
p and o, the relation

(P, Q)=8.VV,PV,QVV, where (P, Q)=S(V,PV,Q-V,QV.P)
must be satisfied. And if o can be derived from a scalar function of p by
the operation of V,-we must have

(P, Q)=0.
(c) If A;, py, A; and p, are any vector functions of p and o, the operator
S(A Ve +mVe)B(AsVp +13Ve) = S(AsVp +13Ve)S(A4, Vo + 1, Vo)
reduces to the form S(A13Ve+ sV o)
(d) If Py denotes the operator S(V,PVy— VePV,), we have
PeQ=-QvP=(P, Q)

where P and Q are scalar functions ; and if R is any third scalar function,
the expression

PvQuv. R-QuPy. R=Px(Q, R)+Qv(R, P)=(P, (Q, R))+(Q, (R, P))
does not involve the second deriveds of R.
(¢) Hence (P, (@ R))+(Q, (R, P))+(R, (P, Q))=0;
and the operator (P, Qv =PcQr - Q¢Px.

* Com Jacobi’s method of solation of partial differential equations and
Lie worm Pfafi’s Equation.
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Ex. 25. Bright curves are seen on a surface owing to light reflected by
scratches on the surface from a source at A to an eye at B. If the scratches
are represented by putting u=const. in the equation of the surface
p=a(¢, u), show that the equation of the curves may be found by combining
the equation of the surface with the result of expressing that

T(¢-a)+T($-B)
is a minimum with respect to &

(a) If the equation of the surface is fp=0 and if Fp=u is the equation of
a family of surfaces through the scratches, the bright curves are given by

fp=0, SVfVF{U(p-a)+U(p-B)}=0
(b) The bright lines due to the grooves made in turning a surface of
revolution (Tp=/Skp) lie on the surface

Skp{U(p-a)+ U(p- B)}=0;
and meridian grooves on the same surface give rise to bright curves on the

su
SVEp(Up + i Skp){U(p - o)+ U(p— B)}=o0.
Bx. 26. The differential of T(p— a) corresponding to a given differential

of p ceases to be determinate when p comes to coincidence with a unless we
know a law according to which p tends to coincide with a.



CHAPTER VIIL
LINEAR AND VECTOR FUNCTIONS.

ART. 62. A vector function of a vector, distributive with
respect to that vector, is called a linear wvector function.

Thus if

¢(a+B)=¢a+¢B, Spa=0, SpB=0, ............. (1)
for all vectors a and B8, the function ¢ is linear and vector. As
a corollary to the equations of definition

L P(LA)=TPaA .. eereenraeriiniiens ()
if 2 is any scalar. ,
Given the vectors

d=¢a, B=¢B, ¥Y=¢% ccoerererrruenn.n. (1)

the results of operating by ¢ on any three given and non-
coplanar vectors, the function ¢ is determinate : for by (1.)

_aSByp+BSyap+y'SaBp v
p SaBy ’ @v.)
since pSaBy=ZaSPyp for any arbitrary vector p.

With a new signification of the vectors, o', 8, ¥, a, B, v, any
linear function may be reduced to the trinomial form,

dp=aSap+BSBp+vySyp, ceervnirninnnnnss (v.)

in which either set of vectors o', 8, ¥’ or a, B, may be
arbitrarily assumed. For if we resolve ¢p along three fixed
vectors a’, (3, y, the coefficients in the resolution must be scalar
and distributive functions of p; that is, they must be of the form
Sap, SBp, Syp. If, on the otger hand, we assume aq, 3 and v, the
set a’, BP and y’ follow, being ¢VBy:SaBy, ete.

Thus in any case, the general limear function is seen to involve
nine constants, the nine constituents of three vectors a, 8 and y,
or a’, 8 and '

For arbitrary vectors, a and B, if

SapB=SB¢'a, «ceveeruririiiriinniinnnans (VL)
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the function ¢’ is said to be the conjugate of the function ¢.
The conjugate for the trinomial form (v.) is

¢’ p=aSa’p+BSBp+ySy'p. eerrriinnnn. (viL)
Bx. 1. Given oc=¢p=a'Sap+£'SBp+7'Syp,
show that
p=¢"'0=(VBy8By'c+VyaSy'd'c+ VaBSa'B7) : (Sa'8y'SaBy).

Bx. 2. Show that Vapf is a linear vector function of p, and find its
conjugate.

Ex. 3. IsaTp a linear vector function of p?

ART. 63. From a geometrical point of view the equation

TP, ceneeieennenrnesenronaaionsrncans (1.)
in which ¢ is a given linear and vector function, and in which
the vector p is arbitrary, establishes a linear transformation from
vectors p to vectors o.

Equa{’ vectors are converted by ¢ into equal vectors; right
lines transform into right lines, and planes into planes, as
expressed by the relations

o=¢a+tgpB if p=a+itB;
o=¢a+tpB+ugy if p=a+tB+uy ...(1L)
—conse(}uences of the formula of definition (Art. 62 (1.)).
The plane whose equation is

S(p—a)By=0 becomes S(c—¢a)pBpy=0; ...... (111.)
and the vector area
Vaf transforms into VgagB;: ............... (1v.)
while the volume
SaBy becomes SgpagpBey. ...orvvvnriiinnn. (v.)

Bx 1. Verify that
s S ’ ’
—th:fi ¢ =_m,—¢a ?ﬁ; ?l (=m),
where a, B, y and o', 8, ¥’ are any two sets of non-coplanar vectors.

Bx 2. Prove that

VoapB+ Voydpd=Vaoed(, if VaB+Vyd=Vel
e a’ along the edge of the planes of af and of y§, and reduce Vaf
and Vy3d to Va.’,& and Vag;', ete.] P P i
Ex 3. Prove that Va3 is a linear vector function of Vaf.

['l‘liis is practically included in the last example. Verify by the trinomial
form.
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ART. 64. There is an inverse transformation which converts
vectors o into vectors p, so that

p=0"10 if e=¢p; cerrrrererrrrieriiennnn. (1)
and we propose to investigate this transformation.
Writing PPp=0=VAU, cccvrrrrnriiiiiinnnnnenn, (1L)

the conditions of perpendicularity of the vectors o, A and o, u give
SApp=0, Sugp=0, or Spp'A=0, Sp¢'u=0...... (1)

by the property of the conjugate function (Art. 62 (v1.)).
Thus the vectors ¢'A and ¢'u are at right angles to p, and con-

sequently _

‘ mp=VeAdp'u=YVAu, or mp=va, .....ce.c... @1v.)
Y being an auxiliary linear and vector function defined by the
equation

' YVaB=V¢'ag'B, .ccovrvivrrrerrmninrnnnns (v.)

in which a and B are any arbitrary vectors. (See the last
Article and its Examples.)

To determine the value of the scalar m operate on (1v.) by
S¢’'v, where v is an arbitrary vector, and we have
MOAuy=SPAP UGV, ceervreiiiiien cennnnnn (v1.)
because Sp¢'v=Svpp=Svo=SyApu.
Operating likewise on (1v.) by ¢, we have

mep=¢Ya or mo=¢\yo;
and replacing o by ¢p we also find

mp=vY¢p;
so that we may write symbolically

M=PY=YPd, .ccerienrrnrrnrnnnns (vir)
with the interpretation that the effect of operating first by
and then by ¢ on any vector, or first by ¢ and then bg Vv, 18 to
multiply that vector by the scalar m. This relation shows that
m is an invariant, or absolutely independent of any particular
set of vectors A, u, v in (v1.), for by (v.) \ is independent of the
vectors A and u« in (Iv.). (See also Ex. 1, Art. 63.)

Thus wherever m is not zero, we can always pass from vectors
o to vectors p by the relation

MP=AYrG, cevreerernrnrnrnruinaneannad (vIIL)
m being calculated by (vi) and y by (v.); and it will be
observed that in the calculation of this scalar and this auxiliary
function, we only require the direct operation of the function ¢’
on vectors.
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Bx 1. Show that the function Y transforms vector areas into vector
areas when vectors are transformed by the function ¢’

Ex 2. Show that volumes are altered in the ratiom : 1 in transformation
by the function ¢'.

Bx 3. Show that y is the conjugate of ¥ if ¥ VafB=Vadp.

[Expand SVy8V¢adpp, and prove that it is equal to SVaSVe'yd's.]

Bx. 4 Show that volumes are altered in the ratio m:1 by the trans-
formation produced by ¢.

[mSaB=SugyB=S¢ayf=S. V' ¢apl]

Ex. 5. Follow in detail the geometrical meaning of the transformation
employed in deducing

mp=vyo from o=d¢p.
[See Art. 83 (1v.) and Art. 150.]

ART. 5. The transformation in the last article fails in one
case—if m is zero. In that case the vectors o are all coplanar,
the volume of any parallelepiped formed by them being zero
(Ex. 4, Art. 64); ancimbeca.use In general mp=1v0o if o=¢p, in
t,lllis particular case, the function y destroys every vector in the
plane.

To cover this case, consider the general transformation for an
arbitrary function ¢,

oc=(p+c)p=¢ecp and MP=Yc0, ceurereurruranns (1.)

where c is a scalar and where m, and y/, bear the same relation
to ¢+c that m and y bear to ¢. It appears at once by (v.) and
(vL), Art. 64, that

mSAuv=S(¢"'+c)A (¢’ + ) (¢ +C),

VeVAu=V(¢'+ A (@ +O)p;5 cevnrriniinrinannns (1L)
so that if we write
me=m+m'c+m " +c3, Y.=y¥+ex+cd .......... (11L.)

we shall have

m'SAuy =SA¢'ugp'v+SPpAugp'v+Sep'A¢ 'y,
m"SAuy=S¢'Auv+ SA¢'uv+SAug'y,
xVau=Vgau+Vag'n.
Now for any arbitrary value of the scalar ¢, the scalar m, is an
invariant, and therefore, separately, the coefficients in its expan-
sion m, m’ and m” are invariants, or are independent of A, u

and ».
By (1.) we have identically for all scalars c,

Me=Po\We=YePe) «eeoerreenerenanvanionaes (v.)
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or mimectm’et4+E=(p+c)(Y+ecx+c?)
=¢¥+e(Y+ox)+e(p+x)+c
=(Y+ex+e)p+o)
=V¥¢+e(Y+xp)+cix+¢)+¢

and therefore equating the coefficients of ¢ on each side

m=g¢Y=y¢; m'=Y+ox=V¥+xp; m '=¢+x; ...(VL)
it being understood that these equations denote that equal results
are obtained by operating with right or left hand numbers on an
arbitrary vector.

One of the transformations most frequently required in
quaternions is to invert a function l¥>+c, or to replace an
equation o=(¢+c)p by m,p=y.0; and in general the process,
due to Hamilton, as given in the text is the shortest and most
certain. We first calculate V(¢ +c)A(¢'+c)u and express it in
terms of VAu. Then we either calculate m, from (11.), or it is
sometimes better to calculate it directly from (v.), namely from
. MV A= g\l VAL

In particular

mp=vya, m'p=yp+xes, m'p=xp+eo if c=¢p; ...(VIL)
and thus the general solution of o=¢p is mp=xa+Yp if m is
zero with the implied condition o =0; while if m=m'=0, the
general solution is m”p=0+xp with the implied conditions
Yo=0, Yp+xa=0. In the first case (m =0, m"==0), the vector
p may be considered arbitrary in v,p—there is in fact nothing to
determine it. But as y- destroys every vector in the plane of the
vectors g, it is really only the component of the vector normal to
that plane that is of any account in yp. In the second case
(m=m'=0), similar remarks apply ; the vector p is arbitrary on
the right subject to the condition W p+xo=0. The function
may vanish identically, and this case we shall consider in Art. 66.

Bx. 1. Determine the functions m, Y and X for the function ¢p=1a'Sup.
[¥p=SVaBSBap; xp=ZVaVap; mp=¢yp=28aBySy'Ba’.p]

Ex 2. Find the auxiliary functions for ¢p=VApp.

[Find ¢. and Y. for ASup+ uSpA=dyp.]

Ex 3. Solve the equations o=VaVBp and o=Vap by the general
method, and directly.

Ex. 4. Express . and X. in terms of ¥, and X..

Bx 5. Construct a linear vector function which renders four given
vectors parallel to four others.

[The data are ¢a|la’, B|| B, ¢ylly’, $81|&, and the function is

lS '8’ S ’ ’8’ IS ’ 8’
$p=c. (“sﬁ' 2 SBYP"'B—'S%:S" S‘/ap+%[%— SaBp),

where ¢ is arbitrary.]}
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Ex 8. Prove that
mVaf=V¢'ap'B+pVd'aB+¢dVad'B;
mVaf=V¢'af+Vad'S+¢pVaf.
[See equation (v1.). These relations are often useful.]
Ex 7. Prove that
mVaB=Vyayf; YVayB=mVdaB; $VeaB=Vayp.
Bx 8. Prove that the equation
p=(¢+2)'a, or V(¢p—a)p=0,
a being a fixed vector and ¢ a variable scalar, represents a twisted cubic.
[Show that it cuts an arbitrary plane in three points.]

Art. 66. From the equations of the last article connecting
¢, x and » we deduce

x=m"—¢; Y=m'—m'¢p+¢*;, O=m—m'gp+m ¢p:—¢*; ...(1)

and we have the corresponding equations for the conjugate ¢,

xl=mll_¢l; \P"=m,—m”¢'+¢"; 0=m_ml¢l+m"¢rz_¢la. (ll.)

These may be proved by reflecting that

Sa¢?B=S¢'apB=SB¢?a, ete. ;
8o that for example .
SaxB=Sa(m” —¢)B=SB(m" ~ ¢)a=SBxa,
and from the third and fourth of these we have (m”—¢)a=xa
because S is perfectly arbitrary.
Let g,, g; and g, be the roots of the scalar cubic,

O=m—m'g+m'g?—g®=0; .ccoceevrrininnns (nr)

80 that m=g,9,95, M'=9:95+9591+9:19» ™" =g +9s+9y -..(IV.)
This scalar cubic is called the latent cubic of the function, and
its roots are the latent roots of the function ¢.
We may now write the symbolic cubic (1.) satisfied by the
function ¢ in the form

(P=9)(D—=9)(Pp—=95)=0, ceevrrreririiiinnnns. v.)
and the same symbolic cubic is satisfied by ¢". Hence

S(¢'~91)a - (9—9)(p—9)B=Sa(p—g.)($—9:)($—95)B=0(VL)
whatever vectors a and 8 may be; or in other words the vector
(¢'~—9g)a is ndicular to the vector (¢—g,)(¢—g,)8. The
vectors a and 8 being both arbitrary, it follows that one or other
of the vectors (¢'—g,)a or (¢ —g,)(¢ —g;) 8 must be parallel to a
fixed direction.

But (¢’—g,)a is not generally parallel to a fixed direction
when the vector a is arbitrary, for if it were we should have

V(¢'—g1)a(¢' =9,)B=0 or (Y—g,x+9,?)VaB=0,
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where a and B are quite arbitrary; or symbolically,

¥v—9ix+9:’=0, or (p—g)(¢—9s)=0, ......... (viL)
utilizing (1.) and (1v.), and replacing m”—g, and m'—g,m”+g,*
by their values, g,+9, and g,g,. In this case, which is quite
special, the symbolic cubic of the function degrades into a quad-
ratic (VIL).

We conclude therefore that the product of a pair of factors of
(v.) operating on an arbitrary vector reduces it to a fixed direction,
and writing

(2—9:)(2—99p 715 (2—9)(d—91)p || 7ve5
(P=9)(p—=92)p | ¥ -veeeevenvennnnne. (vot)
the directions of the vectors y,, v,, v, are tixed and are called the

axes of the function ¢.
We have by (v.),

N=NYv PY2=0:Yr PYs=0sYVs; ceeceeeeeeen (ix.)
and these vectors are genemlly distinct if the latent roots
91 9» g; are unequal, and they are also generally non-coplanar.
Reso?ving then any vector p along v,, y, and y, we have

P=2yy+Yyat2Ys; ceveecraiienninnnn. (x.)
(6=9)p=9(9s—91)v2+2(9s—91) vs’
(p—92)p=2(91—92) 1 +2(9s—92) V35
(p—99)p=2(1 —9s) "1+ ¥ (G —93) 715

(p—92)(p—9)p=2(9:—93)( 9 — 95
(6—95)¢—9)p=Y9:—95) (92— 91) 73>
(p—9)(p—92)p=2(95—91)(9s— 92) Vs

Thus (¢ —g,)p is coplanar with the pair of axes v, and y,, and

if 7," is the axis of the conjugate function corresponding to the
root g,, it follows from the equation

Sp((ﬁ' —gl)‘yl'= 0= S‘yl'(¢ --gl)p ................ (XL)

that the vector y," is perpendicular to the plane of (¢—g,)p, and
in particular to the vectors y, and vy, If vectors are drawn from
the centre of a sphere along the axes of a function and of its
conjugate, the two spherical triangles the two sets of axes deter-
mine are sup&lement&l.

Conceive the function ¢ to undergo continuous variation so
that two latent roots, g, and g, approach coincidence. The
corresponding axes approach and ultimately coincide, but their
plane 1s still determinate being perpendicular to v," Similarly
all three axes may coincide in & hne perpendicular to that in
which the three axes of the conjugate simultaneously coincide.
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We shall give an illustration of a function having three equal
roots. Let ¢a=p, ¢B8=1vy, ¢y=0, then ¢?8=0, ¢%«a=0 and
generally ¢% =0, but ¢%p and ¢p are not zero. The function is

¢p=(8SByp+ySyap):SaBy, and ¢*p=ySByp:SaBy=1p.
A totally different class of functions is characterized by the
equivalent conditions that the axes are indeterminate or that the
function satisfies a symbolic quadratic and not a cubic (compare
(vir)). If y, and v, are two %.iﬁ'erent axes corresponding to the
same root g,, the function ¢ — g, destroys every vector in the plane
of v, and +,, and the function 1s of the form

$p=9:p+(91=9)71Sva¥s0 : Sv1vavs
and (Pp=91)(Pp=9)=0. .ceverrieriirnnnnne. (xI1.)
The latent cubic has two roots equal to g; and the third equal

to g,.

gina.lly a third class may be noticed—that for which three
non-coplanar axes answer to the same root—but a function of
this kind is simply a scalar constant.

In general the latent roots may all be real, or two may be
imaginary. Corresponding to imaginary roots g,=g+/—1g’
and g,=g—a/ —1g’, the axes must be of the form y,=y++/—=1y

and y,=y—a/=1y". For (p—9,)[(p—9:)+(¢—7,)] is real and
must produce a real vector from a real vector; but

(p—9)[(p—=92)—(p—95)]

is imaginary and produces an imaginary vector from a real
vector.

Bx 1. Every function coaxial with a given function ¢ is of the form

oy +yX+z.

[If A, A; and A, are assumed to be the three roots of the function—the
only disposable constants—we find on operating by V¥ +yX +2z on ¥,, ys and
s three equations which determine x, y and z.ﬁ

Ex 2. Coaxial linear functions are commutative in order of operation,
and conversely functions that are commutative are coaxial. ‘

[The first part is easily proved on expressini an arbitrary vector in terms
of the axes. The second part is established by operating on the axes. Of
course one function m{; ave indeterminate axes. If so, two axes of the
other must lie in their plane.]

Bx 3. Find the latent and symbolic cubics for ¥ and X.
Ex. 4 The equation

Sp¢p¥p=0, or Spdpd’p=0,
represents the three planes through pairs of axes of ¢.
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Ex 5. In general, if (PP +2.d+y)p=0,
where = and y are scalars, and p any given vector, either p must be an axis,
and the corresponding root must satisfy the quadratic

g'+29+y=0,

-or else p must be coplanar with a pair of axes, and the corresponding roots
must bo@h satisfy the quadratic. por ’ poncing

Bx. 6. Deduce the symbolic cubic from the result of replacing A, » and
v by ¢p, ¢3p and ¢* in the relation

pSApv=ASuvp+ uSvAp+v8Apup.

ARrT. 67. Combining a function and its conjugate by way of
.addition and subtraction we obtain two more functions,

Pp=3(¢p+¢)p and Vep=4(¢p—¢)p. «evvvvunnes (1)
To justify the form attributed to the second function, observe
‘that Sp(P=8)P=0 reeveereerrrrrerrereereenns (1)

whatever vector p may be.
The function ® is said to be self-conjugate. The conjugate of
Vep i8 —Vep, and the vector ¢ has been called the spin-vector

-of ¢.

%Iw axes of a self-conjugate function are mutually rect-
angular. The function being its own conjugate, each axis must
be perpendicular to the other two. The awes of a real self-
conjugate funetion must be real. If two are imaginary they
must be of the form y+a/ =1y and y—a/—=1y by the last
article, and the condition of perpendicularity requires

S(y+&/ =1y)y—~=1y)=¥*+y=0,
which cannot be, as y? and y" are both negative. Hence follows
the important proposition that the latent roots of a real self-
-conjugate function ure real.

If two roots of a real self-conjugate function are equal, it
must have indeterminate axes. For if a single axis corresponds
to the double root, it must be perpendicular to itself, and there-
fore imaginary.

Referred to the axes a self-conjugate function is of the form

op=—9,1Sip—9,7Sjp — gskSkp, «eeeuceenene.n. (1)
-and the only special case is when two of the roots become equal.
An arbitrary self-conjugate function involves only six con-
stants ; the three roots and three numbers to fix the directions of
the axes.
Bx. 1. The axes of Vep are ¢ and ¢ ++/—1¢, where ¢, ¢ and ¢ are
mutually rectangular, and where Te =Te".

. [Note that (€ ++—1¢"*=0. The imaginary axes are the vectors to the
<ircular points in the plane Sep=0. See Art. 84, Ex. 8, p. 126.]
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Bx 2. Find the self-conjugate part of the function
$p=a'Sap+BSBp+y'Syp,
and also its spin-vector.

Ex 3. If a self-conjugate function transforms a given vector a into a
ven vector a/, it transforms any other vector B?: oB) into a vector,
(=oB’) terminating on a fixed plane.

[Here Saf3’=Sa’f3, and a, o’ and S are given.]
Ex 4. Given that a self-conjugate function renders a parallel to a’ and
B parallel to 3, it renders y parallel to a fixed plane.

[The conditions of self-conjugation require SBy'Sya’Saf3’=S8yB'Say’'SBx".]

Bx. 5. The axes of a function are mutually rectangular. It is self-
conjugate.

Bx. 6. Two axes of a function are at right angles. The spin-vector lies
in their plane. !

[87172=0, Sy,¢y;=0=8y,¢y,=8y;(¢—2¢)y,, etc.]

Ex 7. Prove that the quaternions

@i=(PA. Vuv+p. VvA+¢v. VAp) : SApy,
9s=(A. Vopdv+p. Vévdr+v. Vordu) : SAur,
are invariants.

[Verify that ¢,=m"+ 2¢, g,=m’ - 2¢e.]

Ex 8. If the vectors a, 8 and y are mutually perpendicular,

Va-lga+VB-18+ Vy-ldy=0,
when ¢ is self-conjugate.

Ex 9. The planes containing a pair of axes of a function and the
corresponding pair of axes of its conjugate intersect in the vector (¢—g)e,
where ¢ is the spin-vector and g is a latent root.

Bx 10. The vector to the common orthocentre of the spherical triangles
determined by the axes of a function and its conjugate is

UVege.
Bx 11. The spin-vectors of coaxial functions lie in a fixed plane.
Ex. 12. In terms of the roots and axes
28y,7273=(93— 99 7187573 +(9s— 90 787371 +(91- 99 vsSv17e
ARrT. 68. It happens not unfrequently to be necessary to
discriminate between the parts of v, x, and of the invariants

which arise from the self-conjugate part of ¢ and those which
depend one. We have

YVAu=V(@ -V A (P~ Ve)u
=¥YVAu—-V.VA. Pu—~VEAVeu+ V. VedVeu
=W¥VAu+ASePu — uSePA — eSelu,

the terms — eSAPu+eSuPA cancelling.
iQ G
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This easily reduces to
Yp=Yp—VPep—eSep. eevruvrarnrmrannnnns (1)

Thus the spin-vector of Y, is —®Pe or — ge.
Operating by ¢ or &+ Ve we have

mp=Mp+Ve¥p—PVPep— VeVPep — BeSep,

and if we notice that $VPep=Ve¥p (Ex. 7, Art. 65), this reduces
without trouble to

m=M—SePe or M=m+Sepe .....c...ce.u...(IL)

where M is an invariant of &. Cha,nging g into ¢+c¢, and
therefore m into m+m'c+m"c? 4¢3, & into $+4¢ and M into
M+ Mc+ M’c+c3, we see by (11.) that

m=M-—¢& or M=m'+¢ and that M"=m". ..... (1)

ART. 69. We shall give a few examples of the geometrical
meaning of the invariants of a linear vector function. (Art. 65
(1v.).)

(1) The invariant m” vanishes if the function ¢ transforms a
pyramid into another having its edges on the corresponding
Jaces of the old.* If the vectors a, B, v are along the of a
pyramid, and if ¢a is coplanar with ,g and v, 7;% with y and q,
and ¢y with a« and B, it is obvious that m” vanishes. Con-
versely if m” vanishes we can determine an infinite number of
?yramids which transform into others having their edges on the

aces of the originals. For assuming arbitrarily a and B, the

equations S¢paBy=0, SapBy=0,....cccceevvrrrrnnna.. (L)
determine the direction of y; and the condition m”=0 requires
Sefgy=0. . :

(2) The invariant m’ vanishes if ¢ transforms a pyramid
into another having its faces through the edges of the old. The
proof and the converse are the same as that just given.

(8) The sum of the projections of vectors transformed from
* mutually rectangular unit vectors on the corresponding unit
vectors 18 constant :

m’=—SUa¢pUa—-SUBpUp—SUy¢Uy if UBUy="Ua....(1L)

(4) The sum of the squares of vectors transformed from mutu-
ally rectangular unit vectors is constant :

m”(¢'¢)= —2Z(¢pUa)’= —ZSUa¢p'¢pUa if UBUy=Ua...(11)

where m”(¢'¢p) is the first invariant of the self-conjugate function
¢'9.
m:bI:oot_.her w;i:l: el:- ¢ transforms three planes into planes intersecting in pairs
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(5) The swm of the squares of the projections, on any fized line,
of vectors transformed from mutually rectangular unit vectors
18 constant. If )\ is the vector on which the others are projected

Z(SApUa)f=2(SUagp AP =T¢'N\% ............... (v.)
(6) The sum of the squares of the projections on a plane is

constant. :
Similar remarks apply to vector areas V¢UagpUB, ete.

Bx 1. If the sum of the square roots of the latent roots of ¢ is zero,
it is possible to find an infinite number of pyramids (oaBc) which convert
into others (0aA’B'c’), so that intermediate pyramids (oA,Bc,) can be drawn
having their three ed(fes in the faces of the first, while their faces contain
the edges of the secon '

] ] ) $o.4
ere afy=0, S¢’'Bya=0, S ’yaf =0, and S¢ad’Bd’y=0, etc.
See[che 11804;t AZ'ticle and zhe Append’j'x to new edit?:n ofdi?lfmmtc of

Quaternions, vol. ii., note v.]

ART. 70. The square root of a linear vector function may be defined as
a linear vector function, which, operating twice in succession on any vector,

produces the same effect as the given function.” Writing then d:% for the
square root of the function ¢, we have, if y,, y; and y; are the axes of

&3, and if A,, A, and A, are its roots,
¢i71 =k (4’})’71 =Ry =Yy ccrrenrnniniiininnnnans (1)

and consequently the axes of ¢* are also axes of ¢ (see Ex. 2, Art. 66), and

the squares of the latent roots of 4>* are the roots of ¢. In general, then, a
function has eight square roots answering to the double signs attributable to

g,*, 9,'}, g,*. It does not follow conversely, that the axes of ¢ are axes of qS*.
As an example, let ¢ have equal roots, and let it have indeterminate axes,

so that (¢—g,)(zy, +¥y:)=0 where z and y are arbitrary, g,=g, being the
repeated 1 ZZI sqﬁgre root of the function may have three distinct

roots +g,‘, - g,i, 93}. In this case there is an infinite number of square
roots, because we may select any vector xy,+yy, to be an axis of 4)*
corresponding to + g,*, and any other vector 'y, +3y; may be selected as the

axis corresponding to —g,‘. For real square roots, the three roots g,, g,
and g, must of course be positive.

’I’Ze following resolution of a linear function ¢ and its conjugate is
sometimes useflﬁ—for example, in the theory of strain. It is due to Tait,
to whom is also due the conception of the square root of a linear vector
function.

Let ¢, j, £ be the mutually rectangular axes of the self-conjugate function
?x#’ and let a2 8%, c? be its roots. Reducing ¢ to the trinomial form

’

Art. 62), Pp=aiSip+bSy p+chSEp, ccceviiiririenenninirainnas (11.)

where ¢, 5, ¥ are to be determined, we have ¢t=—at, ¢j= -8’ and
¢'k=—ck'. These %ive dP'i= —a. 1 —abj. S - ack. SUF, ﬁut 7 is by
l_::potbesis an axis o ', 80 that ¢p¢t=a%. Consequently we must have
3= -1, S¢j’=8¥ =0, and in fact 7, 5/, ¥ form a mutually rectangular unit
system of vectors. Thus in particular ¢i’'= —ai, and ¢'¢d’= —adt= +a¥,
and thus it follows that ¢, ;'and ¥ are the axes of the new self-conjugate
function ¢’¢, and that a?, b3, ¢? are also its roots.
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Let ¢ be a conical rotation which renders* ', ', ¥’ parallel to ¢, j, k&. We

have by (11.), ) .
$p="2aiSqig~'p=ZaiBig 'pg ;
and therefore by the definition of a square root,

¢p=(¢4>’)* .¢7lpg and ¢p=g¢q. (4>¢')*p. il ST (i11.)
and from these we also deduce :
aPg =4 (D) Vo crrernerrrernneerernnns (v.)
In like manner we may prove that
dp=p 1. (FoWp. 0, Fp=(F ). PP errrrerererrians v.)

and thus we can reduce the effect of a function ¢ to a rotation preceded or
followed by the operation of a self-conjugate function.

Art. 71. We add one or two miscellaneous propositions respecting two
or more functions.

The functions ¢¢, and ¢,¢ formed by taking the products of two functions
have the same symbolic cubic. For

. Py=9gdy if PPy=gy) ccrrericiiririanricirnnnanns (1)

and thus the functions have the same roots and the axes (y) of ¢,¢ are
deducible from those of ¢, by operating with ¢,
In particular ¢,~1¢p¢, has the same symbolic cubic as ¢, and thus any
peculiarity in the nature of one function occurs also in that of the other.
Any two functions may be reduced simultaneously and generally in one
way to the forms

Pp=aSAp+BSup+ySvp; $p=aaSAp+bBSup+cySvp. ........ (11)
Assuming the possibility of the reduction, it appears that
¢ Vuv=a¢pVpuv=aaSAuy, etc.,

and thus the vectors VAp, etc., are the axes of the function ¢-1¢, and a, b, ¢
are its roots. If both functions are self-conjugate, we must have

Val+ VBu+Vyv=0, aVal+bVBu+cVyv=0,
o Ve VAs_Vyr_,

b-¢c c-a a-
and therefore for self-conjugate functions
bp=ASAp+uSup+vSvp, ¢p=arSAp+buSpp+cvSyp, ......... (111.)
and further it is evident that
SVuvdVyA=0, SVurep VvA=0, etc.

It is sometimes necessary to invert the function ¢+ ¢¢, and the auxili
V- of this function is defined by b mw

¥ VaB=V(¢' +td,)a(d' +t$,)B=YVaB+e¥Vaf+¥,Vap ......(1v.)
where . ¥VaB=V¢'ad/B+VP/ad'B. cccecrrrrrrnrrrininnnend (v.)
The invariant m, is Me=M AU FLL2EMB oooneiirirnnniiiinncnennnns (vL)

* We maust have ¢’’k’= —~1=1jk, but this can always be secured by attributing
proper signs to a, b, c. If ¢'j/k' were +1, we should not be able to rotate the
vectors into sk, for gig~1. gjg" 1. gkg'=q.yk.¢g = -1.
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where m and m, are the third invariants of ¢ and ¢, and where / and /, are
the two new invariants

Safy=38¢adfdy, 1Safy=SSPad,Bey. cererrererrnnd (viL)

Ex. 1. The locus of axes of the functions ¢+¢p, where ¢ is a scalar
parameter is the cubic cone
Spdpp,p=0.

[If p is an axis ¢p+tpp=gp. The surface represents a cone, as it is inde-
pendent of Tp.]

Bx. 2. The axes of functions of the family ¢+ ¢¢, form co-residual triads
on the cubic cone. '

[The quadric cone SApdp=0 in which X is arbitrary cuts the cubic in the
three axes of ¢ and again in three lines in which it cuts SApd,p=0, as we see
by substituting ¢p=zp+yA in the equation of the cubic. e remaining
intersection of the quadric cones is p||A. The cone SAp(¢+¢¢,)p=0 passes
through the axes of ¢ +¢¢, and through the three lines above mentioned, so
that these three lines are the residuals of every triad of axes (Salmon's Higher
Plane Curves, Art. 164). For other properties see Quaternion Invariants of
Linear Vector Functions, Proc. R.L.A., 1896.]

Bx. 3. Prove that the invariants / and /, are merely multiplied by a
scalar when ¢ and ¢, are replaced by ¢,¢d, and ¢, ps

[The scalar is the product of the third invariants of ¢, and ¢,. This very
general invariantal property leads to many theorems. See Phil. Trans.,
vol. 201, Part VIII., sections iii. and x.]

Ex. 4. Prove that the function $VaB=V¢'-lad, 18+ Ve, lad™-18 is
co-variant with ¢ and ¢,

ing the substitution of the last example, ¢'~! becomes-,"~1¢y"~1¢hy"~1
and the function @ changes into m,"m,"tﬁ,(NE:.]’

Bx. 5. If o || V,pep show that p|| Vb, 'ods'a;
and more generally if o is connected with p by the chain of relations
Pl Voo, psll Vbsprdapr, o o || Veanrpn-1ampa-sy

prove that an analogous chain of relations connects p with o.

[The second part of this example is related to the theory of the
Cremona transformations connecting vectors p and o, the direction of a
vector (p) being connected by a one-to-one relation with that of a vector (o).

Ex. 6. If ¢(p,¢) is a linear and vector function of p and also a function
of the scalar ¢, the equation
Vob(p, £)=0

represents a cone whose order is the number of values of ¢ which satisfy

SAP'(A, ) ¢'{d'(A, 8), £} =0,
A being any constant vector.

Bx. 7. The equation
V(p-a)$(p, )=0
represents a surface which meets an arbitrary right line V(p—8)y=0 in as
many points as there are values of ¢ which satisfy

8(B-a)y$(B, )Syd(B, )b (y, )=8(B~a)y$(7,)S(B- a)$(B, ) $(y, ).
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EXAMPLES TO CHAPTER VIIL
Ex.1. Find the auxiliary functions X and y and the invariants of the
function
¢p=2ZmVaVpa.

Bx 2. Invert the function ¢p+ VaVpa where ¢ is a given function and
where a is a given vector.

Ex 8. If ¢,p=a""Vagp show that the conjugate function is
$/p=¢VaVap,

and prove that the spin-vector is ¢—§ Va-l¢'a.

(a) Show that the auxiliary ¥ function of ¢,+c is expressible in either
of the forms ‘pasa_lp_'_c(xp_v‘#tava_ P)+¢’P
or (V+ex+d)p—V¢a(d'+c)Valp,
and show that the third invariant of the same function is

cSa~l(Y+cx+d)a

(b) Prove that the axes of ¢, are determined by substituting a root of
the equation cSa(Y+cx+c®)a=0 in (¢+c)la.

Bx 4. If ¢p=¢p+aSBp, show that Y p=V¥p+VB¢pVap and that
m,=m+SLYa.

Ex. 5. Show that the ¥ function and the third invariant of ¢p - VBVap
may be reduced to the forms

Vp—xaSBp— V¢'BVap+aSBpSaf

and m— 8B¢xa+SLpaSaf.

Ex 6. If p.=¢+c, etc, show that

Xe=X+2¢, m'=m'+2m"c+3c%, mS =m"+3c.
Ex 7. Prove that
V.¢Vap.B=x'V.Vap.B-V.Vap.dp.
éa) Show that the conjugate of this linear function of pis V.¢'VBp.a,

5;1 ¢.prove that the spin-vector is $¢'Va3 —aSef3 where € 18 the spin-vector
o

(5) Show that the auxiliary ¥ function is aSBpSay-B.

(c) If V.¢pVap.B=0, show that p=za-¢'c(Say3)-! where z is an
arhitrarv .,.3,;; uce this result by the aid of the implied relations
=0.
ve that

V.¢d(p)= -ZVBy. pa(SaBy)™?

1 y are arbitrary vectors.

V. ¥(p)= —Za. V¢ B¢’y . (Safiy) ™

these quaternions in terms of the scalar invariants and the
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Ex. 9. Three lines are defined by the pairs of vectors (o, ), (o -rg,
(0p 75) a8 in Art. 36, Ex. 4, show that any line which is met \)y aﬁ’ the
transversals of the given lines may be represented by

o=¢r where Sr¢r=0,
the linear function ¢ being defined by the equations
0y=¢7), T3=¢1y o3=¢ry
(a) The transversals of the same set of lines may be represented by
o’=—¢'t" where Sr'¢'t'=0,

the function ¢’ being the conjugate of ¢.

(b) Writing

o=¢r=Vpr

and expressing that the function ¢( )—Vp() has a zero root, the locus of
the lines is found to be '

S(p-€)P(p—€)=m+Sepe

where m is the third invariant of the function ¢ and where ¢ is its spin-
vector.

(c) The same equation is satisfied by the transversals.

(d) Show that four given lines have in general two common transversals;
and that these are determined by

o'=—¢'t" where Sv(¢,—¢r)=0, St¢d'7'=0,
the fourth line being defined by (o, 7,).
Ex. 10. Given any four pairs of vectors, (8., a.), where n=1, 2, 3 or 4,
show how to find a linear vector function ¢ and a vector y so that
Bn = ¢aw +7y.

Bx 11. Given any six triads of vectors (yn, O a.) Where n=1,2, ... 6;
determine two linear functions ¢, and ¢, so that

7u=¢lan+¢aﬁm

Ex. 12. Verify by assuming p=xa+yB, SAa=0, SAB=0, that the
solutions of the equations SAp=0, Sp¢pp=0 may be written in the form

p=Val +a(SAyA)}
where a is any vector perpendicular to A.

Bx. 13. Given two tetrahedra a’s'c’'D’ and ABcp, find a point E and a
function ¢ so that
EA'=¢.EA, EB'=¢.EB, EC’=¢.EC, ED'=¢.ED,

(a) Show that corresponding faces of the tetrahedron determine with the
point E tetrahedra having a common ratio of volumes.

(b) If the lines joining corresponding vertices are generators of the same
system of a hyperboloid, it is possible to find four scalars {, m, n, p so that
Ua'—a)+m(B - B)+n(y - y)+p(8 - 8)=0;
Vaad' +mVBE +2Vyy +pss'=0.
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(c) These scalars are independent of the origin, and if the origin is taken
at the point E, we shall have
la+mB+ny+p8=0, lo'+mfB +ny'+pd'=0
for an arbit, pair of tetrahedra, while if the lines joining the vertices are
generators of the same system of a hyperboloid, we shall have in addition

WVaa' +mVBR +nVyy +pVed=0.
Ex. 14. Identify the expressions

oA

where ¢ is a scalar variable, and show how to express the function ¢, and
the vectors A and p in terms of the vectors a, 3, y and §, and the scalars
a, b, c and d.

EBx. 15. Of what nature are the curve loci
p=($+0 a+B) and p=(¢+8)(a+tB)1?

Ex. 16. Gauss has described, in an unpublished ms. of the year 1819, an
ogemtor which alters the size of any figure in a given ratio, and which turns
the figure through a given angle round a given line through the origin.
He proves that an operator of this kind depends on four numbers, that
successive operators compound into a single operator of the same kind, and
that the order of the operations is not commutative.

(a) Show that Gauss’s operator may be expressed in quaternions by
og( )g7!, c being a given scalar, and ¢ & given quaternion.
(b) Hence prove his theorems.

(¢) Compare and contrast the lack of commutation in the order of these
operators, or in the order of the operators 2 and cos. in the simple inequality
cos 2z =2 cos z,

with the lack of commutation in the multiplication of quaternions.

(d) Prove that the sum of two Gaussian operators is an operator of a
distinct kind.

(e) Prove that a sum of at least three Gaussian operators is required to
adequately express a linear vector function. (Bishop Law’s Premium, 1899.)

Ex. 17. Unit vectors a, f and y are directed respectively from the centre
of a regular solid to the middle point of a face (or to a vertex); to the middle
point of an edge of the face (or of an edge through the vertex); and to a
vertex on that edge (or to the middle point of a face containing the edge),

prove that 4 2
y*=RBa",

where n=3 for the tetrahedron, n=4 for the cube and octahedron, and =5

for the dodecahedron and ikosahedron.

-. (@) Hence show that all rotations which leave unchanged the region
yapied by the solid may be reiresent.ed by powers and products of linear

functions A, x and ¢ which obey the laws *

A*=1, «3=1, d=1, A=w«, (n=3, 4or5).

-Hamilton on the Icosian Calculus, Phil. Mag., Dec. 1856 ; Proc. R.L.A.,
» Pp. 415, 416. See also Burnside’s 7'Aeory of Groups, Arte. 200, et seq.
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Bx. 18. A real linear function which is a symbolical #** root of unity, or
which satisfies the equation &
L 1

is of the form
2r . 2m
$p. SaB'y=(aoos-—"— — Bsin 7{) SByp
. om 2
+ (a. sin — + 3 cos = )Syap+ySaBp,
where a, 8 and y are arbitrary real vectors.

Ex. 19. The result of eliminating the vector & between the equations
SWa=0, SB¢p=0, STHW=0
may, when ¢ is self-conjugate, be expressed in the form
SayaSpdp - mSap?=0.
(a) In the same case,
S¢paV. Vapp=VadVadp=pSaya—yaSap.

(6) And moreover *

SparSepap=SpdpSVar$Vap + S\ uSap ~ SaypuSApSap - Say ASppSap
+SayaSApSpup.

* These examples are quaternion equivalents of the transformations in Arts.
383, 385 and 390 of Salmon’s Higher Plane Curves.




CHAPTER IX.
QUADRIC SURFACES.

ARrT. 72. If f(p, p) is & homogeneous, rational and inte,
scalar function of the second order in a variable vector p, so that

f(a+1tB, a+t8)=f(a, a)+t(f(a, B)+S(B, a))+t¥ (B, B), ...(L)

where a and 8 are arbitrary vectors, the equation

J(p, p)=comnst. ......cccoevrriinnniinnnen. ()

represents a surface of the second order, referred to its centre as
origin. For by (1.) we find a quadratic in ¢ which determines
two points in which an arbitrary line p=a+-¢8 cuts the surface;
and on putting a=0, the roots of the quadratic are equal and
opposite, showing that every chord through the origin is bisected
at that point.

The coefficient of ¢ in (1.) is linear and homogeneous both in a
and in B, and as it involves these vectors symmetrically we may

. write

f(a, B)+f(B, a)=2Sa¢pB=2SB¢a «ccevevvreneene (111.)

where ¢ is a self-conjugate linear vector function. Thus the
equation of the central quadric is expressible in the form

J(p, p)=Sppp=const. ..........eeunerrerunnn (v.)

Without loss of generality we may suppose the constant incor-
porated in ¢, and we take as the equation

in which, as we have said, ¢ is self-conjugate. Of course, and
without gain of generality, we may suppose ¢ not to be self-
conjugate in (v.), for the spin-vector automatically disap
from an equation of this form (Art. 67); but this is very likely
to lead to mistakes in further developments, and it adds needless
complexity.
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ART. 73. Equation (V.) of the last article gives

Tp*SUpgUp=—1 or —SUp¢Up=T~LP2=% ......... )

if 7 is the length of the central radius parallel to Up.

For a closed quadric, an ellipsoid or sphere, r* is always
positive, a8 every line through the centre meets the closed
surface in real points. For a hyperboloid, the radius becomes
infinite for an e(fge of the cone

SUp¢pUp=0 or Spgpp=0, ..cc..cvvcerrrnenns (1L.)

the asymptotic cone of the surface. The sign of the expression
r~%or —gUpchp changes on passing through a zero value, and
the expression remains with changed sign until it passes again
through a zero value. So on one side of the cone Sp¢p =0, lines
meet the hyperboloid in real points, and on the other side the
points are imaginary and the corresponding vectors are of the
form p=J—lp', (Up=Up’, Tp= :\/—lTp'), where p' is a real
vector.
The vectors p’ terminate on the quadric

Sppp=+1 cerriiriiiiiiiiiinniiinenns (11r.)

—the conjugate of the quadric Spgpp=—1.

For the sake of brevity we shafl write generally 7% for the
square of the length of the radius whether that square be
positive or negative, the interpretation in the latter case being
that just given.

An arbitrary right line p=a+t8 cuts the quadric Spgp=—1
in the points determined by the roots ¢ of the quadratic

Saga+2tSagpB+t3SBpB=—1. ..cecevrrrenr.(IV)

For a real and positive root, the point is in the direction +U8
from the extremity of a, and for a negative root it is in the
direction —UB. For equal roots, the line touches the surface;
and for imaginary it cuts it in imaginary points.

The locus of the middle points of chords parallel to B is the
diametral plane

for if a is the vector to any point in this plane, the roots of (1v.)
are equal and opposite. If the diametral plane of 8 contains the
vector a, that of a contains 8 in virtue of the self-conjugate
property of ¢, for then

SapB=SB8¢a=0. ........coervirrereunn... (vi)
The equation has equal roots if

SBeB(Saga+1)—(SapB)?=0, ....c.c..cuu... (vIL)
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and regarding 83 as variable, this is the equation of the tangent
cone from tie extremity of the vector a referred to that
extremity as origin, for it is independent of TB. Replacing
B by p—a, the equation of the same cone referred to the centre
as origin easily reduces to

(Sppp+1)(Saga+1)—(Sppa+1):=0; ......... (VIIL)
and the form of the equation shows that the cone touches the
quadric along its intersection with the plane

Sppa= =1 .ccccoevrririiiiniininnnnnes (1x.)

—the polar plane of the extremity of a.

If the vector a terminates on the surface, the equation of the
cone becomes the square of the equation of a plane—the tangent
plane at the extremity of a, -

Sppa=—1, Saga=—1. ..ccoueurrrrirnnn(X.)

Allowing on the other hand a to vary arbitrarily in the quad-
ratic equation, and putting for greater clearness a=p'=p—18,
the vector p’ bein, smwn from the extremity of the vector t8
while p is drawn from the centre, we see that

Sp'pp'=—1—125B¢B if Sp'pB8=0.............. (x1.)
These two equations jointly represent the section of the quadric
by the plane SpPB=1SBPB, «-.verrrerrrrrrerirrarannen (x11)

and the centre of the section is the origin of vectors p’, or the
extremity of the vector ¢8. Hence the locus of centres of
sections by planes parallel to (v.) is the line through the centre

rallel to B, as indeed might have been lproved directly from (v.).
ﬁe section (X1.) is similar to the parallel central section of the
quadric, for if + is the radius of the section parallel to p’ and
that of the quadric,

T(

2
—SU U =T = 1405848 =1- 208 (xmn)
if b’ is the radius of the quadric parallel to 8.

The equation of the normal to the quadric at the extremity of
the vector a is

p=a+zpa, or V(p—a)pa=0; ............ (X1V.)
and the normals which pass through a given point 8 are six in
number and are determined by the equation
B=p+z¢p, or V(B—p)pp=0, and Spgp=—1. ...(XV.)
To solve these equations we have
p=(1+z¢)-18, where SBp(1+z¢)-28=~—1,....(XVL)

because Spgp=—1, and on inversion we find a sextic equation
in z.
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Ex. 1. Prove that the rectangle under the intercepts from the extremity
of a on the line p=a+tf is
(Ta2—a)b3a’-?

where a’ and &’ are the central radii parallel to a and 8.
[44TB*=(Sacba+ 1) : SUBSUR.]

Bx. 2. The ratio of the rectangles under the intercepts of lines drawn
from a fixed point is inde})endent of the position of the point, and is equal to
the ratio of the squares of parallel central radii.

Ex. 3. Chords drawn throuﬁh a point are divided harmonically by the
quadric and the polar plane of the point.

[Put P_2_+a=%+ % where ¢, and ¢, are the roots of the quadratic (1v.).]

Bx. 4. Find the central vector ge
any point, and obtain the locus of ti
central pedal surface.

[B=-(¢a)?; a=-¢-l5; Sol¢-lgi=-1]
Ex. 5. Prove that the central pedal surface is the inverse of the reciprocal
quadric.

Ex. 6. Prove that the ratio of the perpendiculars from a point A and
from the centre on the polar plane of B is equal to the ratio of the perpen-
diculars from B, and from the centre on the polar plane of A.

rgendicular on the tangent plane at
e feet of central perpendiculars, or the

Bx. 7. Find the locus of the poles of tangent planes u; the surface
8Sp¢,p= — 1 with respect to the surface Sppp=—1.

Ex. 8. Find the pedal surface for an arbitrary point.
Ex. 9. The feet of the normals which pass through a given point are the

intersections of a twisted cubic with the quadric.
[Compare (xv.) and Art. 65, Ex. 8, p. 93.]

Ex. 10. The normals through a given &)oint lie on a quadric cone
S(p- ,B&(?B:ﬁ =0, and the feet of the normals lie on the cone S83p¢p=0.
(a) Both these cones have edges parallel to the three axes.

_Rdx.l}l. Find the condition of the intersection of normals at two points
a and 3.

Bx. 12. Find the equation of the polar plane of a to the quadric
Spd,pep= —1, ¢,¢; being the product of two linear functions.
[Note that ¢g'h,’ is the conjugate of ¢,¢p..]
Bx. 13. Prove that the polar line of p=a+¢B with respect to the
quadric Spdp=—1is
_$B+s

=V B
ART. T4 The central plane SA\p=0 is the diametral plane of
chords parallel to ¢!\, as appears on comparison with (v.) of the

last article. The locus of the centres of sections by planes
parallel to S\p =0 is the right line

Vp¢"lk=0. cesecscsscretosacane crececcens (1)
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The vector to the pole of the plane (Art. 73 (1X.))

Shp==1 18 ¢"N; ccevrrriiiiiiirnnnen. (1)
and the plane touches the quadric if (Art. 73 (x.))
SAp"A==1, viirriiiiiinnd (111.)

and as A varies this is the tangential equation of the quadric.
But SA\p=—1 is the polar plane of the extremity of A with
respect to the unit sphere, To=1 or p*=—1, and the equation
(111.) may therefore be regarded as that of the reciprocal of the
quadric with respect to the unit sphere.

The vector to the centre of the section by SAp= —1 is by (1)

_

SAG-IN T @v)
the tensor being determined so that this vector may terminate in
the plane S\p= —1; and on comparison with (XI11.) of the last
article, the ratio of the radii is given by

2 14+SAg-IA

= Sh¢ ™
Ex. 1. By direct comparison of SAp+1=0 with (x11.) of the last article,
find the vector (1v.) of the present.
Bx. 2. Find the reciprocal of the surface with respect to an arbitrary
sphere.
Bx. 3. Find the lines in which the plane SAp=0 cuts the cone Spdp=0;
and show that they are parallel to
Vagaza(SAVA)
where a is an arbitrary vector in the plane.
[Assume the lines to be a+a’ where Vaa'=A and actually solve for ¢ on
substitution in the equation of the cone.]
Ex. 4. Prove that the tangent of the angle between theé lines in which
the plane SAp=0 cuts the cone Spdp=0 is
o TASA Y}
SAXA
[If a+¢,a’ and a+¢;0’ are the lines, calculate a®+(t)+¢;)Saa’+¢2,0? and
(¢, —t)Vaa']
Ex. 5. Show that the lines in which the plane SAp=0 cuts the cone
Spdp=0 are parallel to the vectors

................ ’ R ' |

tan u=

VA[VYAL £ dASAYMY.
ARrT. 75. The vector radii a and B of the quadric are con-
jugate if SagB=0, .ccevviriiriiiiiniinnenees )

that is if one lies in the diametral plane of the other (Art. 73
(vL)); and it follows geometrically, or directly from the equations
of the tangent planes

Sppa= —1, Sppf=~1; Saga=—1, SBpB= 1, .....(1L)
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at the extremities of these vectors, that each vector is parallel to
the tangent plane corresponding to the other.

If the vectors are fperpendicu ar as well as conjugate, they are
the principal axes of the section by their plane, and the condi-

tions are SapB=SaB=0. .....corvrrrrrenne. wo(IIL)
From these we see that
BliVaga, all VBPB; «ecevrvnieiinnennnnn. (v.)

so that if one vector is given, the other is determinate; or given
that a line is to be the principal axis of a section, the other prin-
cipal axis is determined by (1v.), and the normal to the section is
parallel to

VaBllaVagal ¢pa.a®—aSaga i paTat—a. .......... (v.)

Thus to determine the principal axes in a central plane SAp=0,
we have

paTal—a||X or al[(PTa2—1)"I\; ...cuueeenee «(v1)

and because S\a=0, we have if Ta®=172
SA(¢r2—1)"]A=0 or SAYA—7IAxA+2A2=0, ....(VIL)

using the formula of inversion (Art. 65). Thus a quadratic in 72
is obtained and substitution of its roots in (¢r2—1)-IA gives the
directions of the vectors required.

The principal axes of a surface are normal to the tangent
planes at their extremities, so that

Vogp=0 ccoerriiiiiiiinniiinnnnn, (viL)

for a principal axis. These are the axes v,, v, y; of the
function ¢.

Bx. 1. Find the maximum and minimum radii in a central section.

[Here SAp=0, Sp¢pp=—1, Tp=max., and on differentiation, SAdp=0,

pdp=0, Spdp=0, so that the three vectors A, ¢p and p are coplanar, or
(¢+z)p=yA. Operating by Sp, we fall back on (v1.).

Bx. 2. Find the maximum and minimum radii of the quadric, and show
that their directions are the solutions of

Vp¢pp=0.
Ex. 3. The sections by planes perpendicular to A are rectangular
hyperbolas if
SAxA=0.

Ex. 4. The equations (1v.) fail in one case.
[Where the vector a is a principal axis of the surface.]

Ex. 5. In general, the three radii are coplanar which are axes of sections
having any three mutually rectangular radii as the remaining axes.

[Because ¢ is self-conjugate, Va~lpa+VB-1¢pB+ Vy-lpy=0 if a, B and
are mutually perpendicu (A’rt. 67, Ex. 8, p. 97).] iy Y
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Ex. 6. The sum of the squares of the reciprocals of three mutually
rectangular radii is constant.

Ex. 7. Interpret geometrically the equation
1\
sa(s-%) "r=0,

which asserts that the plane SAp=0 cuts the quadric in a section having a
principal axis equal to r.
[This expresses that the plane touches a certain cone.]

Ex. 8. Central planes cut a quadric in sections of given area 4. Prove
that their envelope is the cone

w2\l
sp(v-13) o=0.
Bx. 9. The axes of the section by the plane SAp+1=0 are the roots of
the quadratic
SA(¢—m+SM‘”\ -1
rSAYA
Bx. 10. The area of the section made by the plane SAp+1=0 is

A= TA(m+8AYA)
(-Sapait

A=0.

ART. 76. From any pair of conjugate radii « and 8 we can
derive a third radius conjugate to both so that

SBpy=Sypa=SapB=0. ....cccttrreren...n. (L)
We may in fact regard the two conditions in vy as equations of
planes, and
. v VoapBll Y VaBll ¢-VaB. ....ceenenen(1l)
With proper tensor the radius y is
_lva
y= J= S¢Va 3 'If TVgBy ** et (1)

In terms of the three mutually conjugate radii, the equation
of the quadric is

(SByp)t+(Syap):+(SaBp)l=(SaBy)® ............ (v.)

as appears on substituting p=2aSByp : SaBy in Spgp=—1 and
attending to the conditions.
Writing (compare Art. 70)

a=¢Y, B= 38, y= ¢-i'y' ................. (v)

it appears by (1.) that the vectors o', 8" and 9’ are mutually
perpendicular, and because @, 8 and y terminate upon the
surface Spgp= —1, it further appears that o', 8 and ¥’ are
unit vectors. The theorems of Art. 69 therefore apply, the
vectors a, 3 and y being the results of operating by a linear.
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function (¢'*) on three mutually rectangular unit vectors.
Thus the sum of the squares of three mutually conjugate radii
is constant, ete.
Ex. 1. The radii a, 3, y being mutually conjugate, prove that
-_vB __Vye __VaB

¢a Sa ,y’ ¢B Sa@y’ ¢7 S(I.Ey ’

and that
m

;u—’ =Ta?+TR2+Ty?; % =TVBy2+TVyal+TVaB?; m=(8afBy)2

Ex. 2. The locus of the extremity of the diagonal of a parallelepiped
having three mutually conjugate mdny a8 conterminous sides is

Sppp+3=0.

Bx. 3. The locus of the mean point of a triangle formed by the
extremities of mutually conjugate radii is

Sp¢p+%=0.

Ex. 4. The locus of a Foint from which it is possible to draw three
tangents parallel to mutually conjugate radii is

Sp¢p+g=0.
Ex. 5. In the last example show that a point on the locus is
p= % (a+B+7);
and that the points of contact are the extremities of

FBN Za+a, He+h).

ART. T1. To find the cyclic planes of a quadric we have to
throw its equation into the form

Sppp=gp*+29NpSup= =1 ..ccccceerviriinnn (L)
or to determine g, A and u so that for all vectors p,
dp=gp+ASup+uSAp. ceeriiiriiiiniiininans (1L.)

It follows that ¢ —g must reduce every vector to a fixed plane,
that of A and u. The scalar g must therefore be one of the
latent roots of ¢, say g=g,, and in terms of the axes,

Sp(p—92)p= —(9,—9:)(Sip)? — (95— ) (Skp)* =25\ pSpp (111.)
becsuse - gp=—ig,Sip—jgSip—kg,Skp.

Thus
. t?:ng-glih/ga—ch, ‘a;t“u=~/ga-gli—~/gs—gzk @v.)
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where ¢ is arbitrary. The transformation is real only if-

919293 OF G3 >G> g1 cevvvncnnrnnnnnnn. (v.)
The cyclic planes SA\p=0, Sup=0 cut the surface in circles of

radius g;!', and these circles are real only if g,>0.

The planes SAp+1=0, Sup+m=0 cut the surface in circles

lying on the sphere
Spep+1—2(Shp+1)(Sup+m)=0,
or 9pt—28p(lu+mA)—2lm+1=0.

In nearly every problem relating to quadrics some valuable
information will be gained by throwing the equation into the
cyclic form or into the focal form of the next article. This
transformation is not generally of any great difficulty.

Bx. 1. Reduce a quadric to the form

T(p—a)=e(SAp+1)(Spp+1).

[This gives Dr. Salmon’s focal property. The locus of the extremity of

the vector o is a hyperbola—the focal hyperbola, and this depends on
equation (1v.).]

Bx. 2. Prove that the roots for Hamilton’s cyclic form are
9 9+SAu+TAp, g+SAu-TAp

Bx. 3. Any two circular sections of opposite systems lie on the same
sphere.

Bx. 4 If a quadric is a surface of revolution,
VoxpVxp¥p=(Vpyp)}

for all vectors p.

[The self-conjugate function ¢ has two equal roots (c) and (Art. 66 (x11.),
p- 95)

V($-c)a(d—-c)B

is identically zero for all vectors a and 3, or ¥p—cXp+c%p=0.]

Bx. 5. If for all vectors p

Spxp¥p=0, or Spdp¢’p=0, or Spdpyp=0,
the quadric is of revolution.

Bx. 6. From a fixed point A, on the surface of a given sphere, draw any
chord ap; let p’ be the second point of intersection of the same spheric
surface with the secant BD drawn from a fixed external point B8 ; and take
a radius vector AE, equal in length to the line BD', and in direction either
coincident with, or opposite to, the chord ap: the locus of the point E
will be an ellipsoid, with A for its centre, and with B for a point of its
surface.

[Elements of Quaternions, Art. 217 (6). See also Lectures, Art. 465. If c
is the centre of the sphere, the isosceles triangle acp gives §—2=K%, or
CD= —AD"}.CA.AD= — AE"!.CA. AE, and therefore

DB=CB+AE~}.CA.AE=t+p lxp
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if cB=¢, AE=p,CA=xk. %v the property of the sphere p'B. DB=CcB?-cA?=x?- 4,
and by the construction Tp=Tp'B=T(:?— x3). TpB?, or T(pt + xp)="T(:2— K?;
Squaring both sides, we have Tp®T(:+ «?)+28pKkp=T(:# -3, whic
reduces immediately to Hamilton’s cyclic form.]

Ex. 7. Conceive two equal spheres to slide within two cylinders of
revolution, whose axes intersect each other, in such a manner that the right
line joining the centres of the spheres shall be Eamllel to a fixed right line;
then the locus of the varying circle in which the two spheres intersect each
other will be an ellipsoid, inscribed at once in both the cylinders.

[Hamilton, Lectures, Art. 498. Taking the spheres to be T%)—ta)=b,
T(p—tB)=>b, where a, B and b are given and wiere t is a variable scalar,
we find on elimination of ¢,

(*+b)(a? - B-*)(a?~ B7)=28(a™" - B~)pS(a - B)p.]

ARrT. 78. To find the right circular tangent cylinders of a
quadric, observe that if the vertex of the tangent cone (Art 73
(vi1L)) passes off to infinity, the equation of the tangent cylinder
parallel to a is

(Sppp+1)Saga—(Sppa)’=0. ........oouuennns (L)
A right circular cylinder parallel to a and of radius Ta-! is
represented by
TVap=1, or (Vap)t+1=0, .cc.ocvrnvrnenen. (1L)
and identifying this with (1.) we have to satisfy
S 2
Sppp= g—S%:zl +(Vap)? coeriviiiniiinnnnns (L)
for all vectors p, or what is equivalent we must identify
- QaSp¢a _
¢p Saga aVap. cccovvenveninninnnnnn. (1v.)
This is identical for p=a; and for p=¢a we have
2
¢%a =‘%,?I —¢a.a’+aSaga. ...coereiniennans (v.)

Here then is a linear relation connecting the vectors ¢%a, pa
and q, and it follows (Art. 66) that @ must be coplanar with a
pair of axes, 7 and & suppose, and that (say)

$'a—(gs+91)pa+gs9,a=0.
This gives on comparison with (v.)
Saga= —g39,, Sag*a=(g;+9,+a*)Saga, Saj=0, ...(VL)
and putting p=j in the identity (1v.), we find
0= —Gp siirvrrenerinemnniennennen(VIL)
The identity is now satisfied for three non-coplanar vectors,
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J» a and ¢a and therefore for all vectors; and if UB=Uga, the

equation of the quadric is by (111.) reduced to
Sppp=b(SpUBE+a(VpUa)= —1, ............(VIIL)

where a=g; b=g,—91—9s

which is Hamilton’s focal form, if we remark that by (vi)

and (VIL)

_T(¢a)z_ _Sa¢’u_ o
5= Saga = "Saga ~S~h I

If a=14x+kz we have by (v1.) and (vIr.)
@?+28=g,, 9:2°+952" =959
and a=iy/B01=98) 1, [9:(Ta—Fs) crrerrneeneso(1X.)

91— 9s 9—9s

ART. 79. To find the generators of a quadric, we express
that when we substitute p+ta in its equation, the equation is
satisfied for all values of . Thus

Sppp=—1, Sppa=0, Saga=0. ............... (1)
From the second and third of these
Vap=2z¢a, or p=za~'¢a+ya, ..c.cvverevenn. (11.)

and substituting for p in the equation of the quadric,
—=1=2"SVa-¢papVa-'¢pa=2*mSVa-'¢aVe-la la

.=*m(Sa-'aS¢agp-'a"!—Sa-'¢ la"'Saga),
or simply ®n = —1. Thus the equation of the generator is

it being implied by the form of this equation that Sa-!¢pa=0.
Generators of one system correspond to the sign +, and those
of the other system to the sign —.

Ex. 1. Prove that generators of opposite systems intersect.

Ex. 2. Find the locus of the feet of central perpendiculars on the
generators.

[From the equation p= + '\/ —%G_'W we find a || Vpgp, and substitution

in Sajﬁa=0 gives a quartic cone which intersects the quadric along the
locus.

Ex. 3. Prove that the locus of intersections of generators which cut at
right angles is the intersection of a sphere with the quadric.

[Note that a central plane parallel to a tangent plane cuts the asymptotic
cone in lines parallel to the generators.]
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Bx. 4. The locus of intersections of generators which cut at a given

angle is
Tépa/—m

tan u=2 Tt —m’ ; Spep+1=0.

[See Ex. 4, Art. 74.]

ART. 80. When the equation of a quadric is given in the form
Sppp—28ep+1=0, .courrviniiiinininnnns (L)

in order to find its centre, or centres, we may replace the
equation by

S(p—w)¢p(p—w)+2S(p—w)(¢pw — €)+ Swpw—2Sew+1=0, ...(1L)

and if » terminates at a centre the part linear in p—w vanishes,
and o is a solution of the equation

. PW=€ cervriiiiiiiii (1)
Operating by y» we have
MO=Y/€, cererimrrriiririrnrinciinniens (1v.)

and the vector to the centre is finite and determinate if m is not
zero. If m is zero and yre not zero, the centre is at infinity in
the direction of e and the surface is a paraboloid. If e is
zero, m must also vanish, and the solution is (Art. 65)

Mo=xe+ Yo, Ye=0, .ccoviviriiiniiininnn. (v)

and the surface has a line locus of centres and is a cylinder,
Vo being parallel to the axis of ¢ corresponding to its zero root,
and the length of \w being indeterminate. If m’ vanishes,
the function y vanishes identically since ¢ is self-conjugate
(Art. 67), and in fact ¢ is of the form —aiSip. If xe is not
zero, the line of centres is at infinity since (v.) can only
be satisfied for infinite values of w. If however xe=0, the

solution is Mo=e+xow, Xe=0, ccocrvvimiierinnnnn. (vL)
and the surface is a pair of parallel planes. More simply when
pw=—aiSiw=e¢ and xe=ae+atSie=0,

equation (111.) becomes aSiw = Ste.
In the case of the paraboloid, equation (v.) without the
condition Y =0, or
mo=xet+uk, Vel k, ¢k=0............... {vIL)

is the equation of the axis, remembering that Yo || k=uk where
w is an indeterminate scalar. We have in fact on operating
by ¢, m'(pw—e)= —¥n, and the term linear in p—w is propor-
tional to Sk(p—w). In like manner it may be sﬁown that (v1.)
without the condition xe=0 represents the axial plane of a
parabolic cylinder.
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Arrt. 81. We };]ropose in this article to give a short account
of the cone of the second degree and of sphero-conics. (See
Elements of Quaternions, Art. 196.)

Th ti
° UMM Sup+1=0, s§—1=0 ...... oerrereeeeneneas (L)

represent respectively a plane and a sphere which passes
through the origin of vectors. Combining these equations so as
to eliminate Tp, the equation

Sa s@+1=0, or SapSBp+pt=0, or SBpS*+1=0,...(11.)

represents the cone whose vertex is the origin and which passes
through the circle of intersection of the plane and sphere.

The third form of the equation shows that the cone passes
through a second circle, the circle common to the plane and

h
sphere SBo+1=0, S%—1=0, ..................... (u1.)

and thus exhibits the theorem of Apollonius that an oblique
cone having a circular base has a second series of circular
sections.

The second form of the equation shows that the product of
the cosines of the angles between an edge of the cone and the
cyclic normals (Ua ang UpB) is constant, for this is

SU.apSU.Bp=Ta"'B1; cccereerrrecennnn. (v.)

or what is equivalent, if the cone is cut by a sphere concentric
with the vertex, the product of the sines of the arcual perpen-
diculars let fall from any point of the sphero-conic of intersection
on the two cyclic arcs (the great circles in the planes Sap=0,
SBp=0) is constant.

1f Up and Up’ are the vectors to any two points P and P’ on
the sphero-conic, and if the great circle PP’ cuts the cyclic arcs
in Q and Q/, it follows from the second of equations (11.) that
U(UpSaUp'—Up'SaUp) is the vector to one of the points (Q)
and that 6 UpSaUp—Up'SalUy’) is the vector to the second
%oint (Q), Q being in the cyclic plane Sap=0 and Q" in S8p=0.

ence, from the form of the expressions for the vectors to these
points, we learn that the arc PQ 1s equal to the arc PQ".

If P and P” are two fixed points on the sphero-conic, and if P
is a variable point likewise on the conic; if the arcs PP" and PP”
cut one cyclic arc (Sap=0) in Q" and Q", the length of the arc
QQ" is constant. This follows most easily by producing the
radii of the points P, P’ and P” to meet the plane Sap+1=0
of equation (1.) in the points P, P, and P,". It is evident that 0OQ’
and OQ" are respectively parallel to PP, and P,P,”, and more-
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over the angle P,’P,P,” is constant since it is the angle subtended
at a point on the circumference of a circle by two fixed points
likewise on the circumference.

Given the cyclic arcs of a sphero-conic and a point on the
conic, the conic is determined by elimination of ¢ from the
equations

SapSBp+1tp*=0, SaySBy+ty:=0, Tp=1,

the vector y terminating at the given point, and for convenience
the radius of the containing sphere being taken equal to unity.

The three propositions just proved are used by Hamilton to
establish the associative principle of multiplication of quaternions.
In the figure the great circles GLIM, CHBG, DAEC are the traces
of the planes of three versors

_OL _OH __ocC
9=66° "“oc’ *~oE

Constructing the product 78=OH:OE, the point H is deter-
mined and the sphero-conic HKBF is drawn through the point H
having GLIM and DAEC for cyclic planes. Producingnt;he arcs
CH and EH, the points B, G, F and I are constructed. e point
L is joined to B and LB is produced to K and A. The arc FK
is drawn and produced to M and D. It follows then that the
arcs GL and IM are equal and also the arcs CE and AD, and
moreover FM=DK and AK=BL by the properties of the sphero-
conic.

We have therefore

romq OH_, OL_OM OI_OM_OK_OK OA
9-7=9-05=9°0F~ 0l "OF OF OD OA' OD
=oa®~0B° oG oB T *

By proving the properties of the sphero-conic without employ-
ing the associative principle, this principle is established since
we can show that for any three quaternions q.rs=gqr.s.

In addition to the properties just proved for the sphero-conic, it is eas

ju
to see that great circle arcs whicix intersect at a point on the curve include
supplemental arcs (such as ca and oL, Fig. 25) between the points in which
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they cut the cyclic arcs. Reciprocating these properties, the cyclic arcs
become the foct & and r (Fig. 26) of the reciprocal sphero-conic, and if the
two foci and one tangent arc AB are given, the conic can be constructed. If
from any point on tﬁe sphere, two tangent arcs are drawn to the curve and
also two focal arcs to the foci, then one focal arc makes with one tangent
the same angle as the other focal arc makes with the other tangent. More-
over opposite arcs of a spherical quadrilateral, aBcp, circumscribing the
conic subtend supplemental angles at the foci.

~

Fie. 26,

From these properties Hamilton deduces the associative principle. The
versors ¢ and r are represented by the directed angles BAE and EBa, and their
product gr is (Art. 30, Ex. 5, p. 30) represented by the external angle at E
or by the equal angle cep. A third versor s is represented by pck, and the
external angle of the triangle DEc represents the product g¢r.s (namely,
gr into 3). king FcB and CBF respectively equal to the angles of s and
of r, the point F is found ; and when the sphero-conic having E and F for
foci and AB for tangent is constructed, it follows that Bc and cp are also
tangents on account of the equality of the angles marked r and of the angles
marked s. Again, because CED was constructed eaual to the supplement of
uni the arc pA will be a tangent to the curve, and Fap will be equal to the
angle of ¢, and pFA will be supplementary to crB. Hence FAD and DFA
represent respectively ¢ and rs, and the external angle of the triangle ApF
represents the product ¢.rs. But the angle between pa and DF is equal to
the angle between pc and pF, and therefore g.rs=gr. s.

To find the locus of a point on the surface of a unit sphere,
the sum of whose arcual distances from two fixed points, E and
F, 18 constant, we have in the first place for the cosine of the
sum of the arcs,

SU.epSUpp—TVU.epTVU . pp=cosa; ............ (v.)
or on rationalization, we find the locus to be a sphero-conic,

(SU . ¢p)*+(SU. np)*—2cosaSU . epSUnp =sin%a: ....(VL)
since (SU.ep)*+(TVU.ep):=1. (Compare Elements of Qua-
ternions, Art. 360.)

This may also be written in the form

S(Ue—cosa Up)p=1s8ina TVUyp, ............ (vIL)
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so that the sine of the arc between a point and a focus is propor-
tional to the sine of the perpendicular on a directrix arc.

Many interesting examples and illustrations will be found in
the Elements, Book II., Chap. III., Sections 1 and 2, and in
Art. 306, and also in the sixth of the Lectures on Quaternions.

Ex. 1. Through three given points on the surface of a sphere, it is
required to draw a sphero-conic so that a given great circle shall be one of
its cyclic arcs.

[If y,, y; and y; are the vectors to the three given points, it is necessary
to find 8 8o that SBpSap+p?=0 may be satisfied on replacing p by v,, y2
and vy, a being a given vector. The vector 3 is given by

BSyrysys= = ZVy3y3(Say, )]

Ex. 2. Find the relations between the cyclic normals of a cone and its
focal lines.

[Identifyisg (v1.) with the second form of (11.), the required relations are
easily obtained.]

Ex. 3. Prove that
S8.V.VafV3V.VByVepV.VydVpa=0
represents the cone which has five edges ﬂamllel to five given vectors,

a, B, 7, 8, ¢ and show that the form of the equation furnishes a proof
of Pascal’s property of the hexagon inscribed to a conic. (Lectures on

Quaternions, Art. 442.)

CONFOCAL QUADRICS.

ART. 82. Quadrics of the family

Sp(p+2)p=—1, ceeerrrrrrrrerrerrranneL)

in which « is a variable parameter, are called concyclic, as they
have common planes of circular section (Art. 77).
The reciprocal system of quadrics

Sp(p+x) lp==1 .cioiiiiiiiiiiniinnnns (1)
is called a confocal system.
Because we may write (I1.) in the form
Sp(Y+axx+at)p= —(m+mz+m'a+ab), ......... (1)
it appears that three quadries (11.) pass through an arbitrary
point; and reciprocally, three quadrics (1) touch an arbitrary
plane. Also one quadric (1.) passes through an arbitrary point,
and one quadric (I1.) touches an arbitrary plane.
Confocal quadrics cut at right angles. Let x, y and 2 be the
parameters of the three quadrics which pass through an arbitrary
point (a). Then

0=Sa(¢+z) la—Sa(¢p+Yy) 'a=Sa[(¢p+2)'—(¢p+y) a

= (‘I""y)"(ﬂ"'w) —(y — -1 -1
=8a. @+2)(p+7) a=(y~x)Sa(¢p+x) Y (¢p+¥y) 'a,
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for all functions ¢+x, (¢p+x)-?, etc,, have the same axes, and
are therefore commutative (Art. 66, Ex. 2, p. 95). Thus at any
point of the intersection of the quadrics « and y,

Sp(p+x) N p+y) 1p=0; ceevrrernnnnnnnn. (v.)
which expresses that the normals (Art. 73, p. 108) (¢+x)1p
and (¢ +y) !p are at right angles.

Ex.1. Reduce Sp., PP +? ;a4 sum of the form
P @rE e+ P
ASp(p+2)'p+BSp(d+y)~'p+ CSp(d+2)'p.
[We may employ the method of partial fractions, and treat ¢ as a scalar,
it being commutative with scalars and with ¢+, ete.]

Ex. 2. If 2, y and z are the parameters of the confocals through the
extremity of the vector p, the expressions
Sp.(b+2) U+y)?p, Sp(p+a)y U +y)Ub+2)p, Sp(b+2)N(b+2)p,
are respectively equal to

y‘T,T<¢+y)-'pf, zero, and —L_T(¢+2)1p2

Ex. 3. Prove that
Nr-y.U(p+y)p, Jo-z:.U(p+2)1p

are the principal axes of the central section of the quadric » made by the
plane parallel to the tangent plane at p.

BEx. 4. Find the centres of curvature at a point on the quadric x, and
prove that they are the poles of the tangent plane to 2 with respect to the
confocals y and z.

[If y is the vector to a centre of curvature, two consecutive normals
intersect at its extremity, or y=p+t(¢p+x)~1p is stationary when p and ¢
vary. Therefore

[1+¢(¢+2)"]dp+($+2)"pdt=0, or (p+r+t)dp+pdt=0,
or dp+(p+x+1t)1pdt=0.

Operate with S(¢+2)'p, and Sp(dp+s)(p+2+¢)"1p=0, and on
comparison with (1v.) the roots of this quadratic in ¢ are seen to be y —x and
z—x. Therefore y={¢p+y)(P+2)"'p, y=(dp+2)($p+x)1p are the vectors to
the two centres. Observe that 1{, is also tangential to the quadric .
Compare Art. 87, Ex. 1, p. 136, for the method employed.]

Ex. 5. If x, y and z are the parameters of the three confocals through
the extremity of the vector p, prove that
+y+z=-m'-p*; yz+iz+xy=m'+8pxp; xyz=-m-Spyp.
Ex. 8. Prove that the plane SAp+1=0 touches a confocal at the
extremity of the vector
p=A1(VAGA-1);

and show that the locus of points of contact for a system of parallel planes
is a rectangular hyperbola.
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Ex. 7. Prove that the locus of points of contact of planes through a line
is a twisted cubic.

[Put for A in the last example (A+Zu)(1+¢)-! and verify that an
arbitrary plane meets the curve in three points.]

Ex. 8. The locus of the poles of a plane with respect to a system of
confocals is a right line.

Ex. 9. The locus of the poles of planes through a given line is a hyper-
bolic paraboloid.

[p=(¢+u)(A+tpu)(1+2)7! is the locus of a line dividing two given lines
similarly.]

Ex. 10. The plane SpApA=0
is the locus of poles of planes perpendicular to A.

Art. 83. In many investigations relating to the confocals through a
given point, the extremity of the vector a, it is convenient to employ the

vectors
A=(p+2)la, p=(Pp+y)ta, v=(P+2)1a ceecerrerrrrrnnnn. (1)

which when oriﬁinating at the centre terminate at the reciprocals of the
three tangent planes. These vectors are of course normal to the three
confocals. We have then

a=(p+2)A=(d+y)p=(d+2)v, SAe=8pa=8va=-1; vennenns(IL)
and because these equations give
~1=Sp($+D)A=SA($+3)p or (z-y)SAu=0,

it follows that
Spury=8SvA=8Ap=0, ccc...ctrtrtrrrraenrieenneens (111.)

or confocals cut at right angles.
We also have from the same equations

A=p+(y—-2)(P+2) 1y etey covvieriennininiiennnnens (1v.)
sothat  p+(y-2)8p(d+2)'p=0, (y-2)Sv(¢p+z)'pu=0,
or (x-y)'=-8SUp(p+2)'Up=+SCA(p+y)'UA, etc.,
SU(P+2) 11 =0, €LC. vverererrererrereererrrseenne )

And the axes of the section of the quadric x parallel to the tangent plane
are Vz—y.Up, 4/z—2z.Uv; and those of the section of the quadric y

parallel to its tangent plane are Ny —z. UX, y—z.Uy.
Introducing a new self-conjugate function @ defined by the equation

Op=cpp+aSap, ..cccceeerrrrrniiruncrrnicrinennnn (v1.)
we may replace equations (11.) by
O+2)A=0+1)p=(0+2)y=0, c.cvevrrrurereerrreen. (viL)

so that A, u and v are the axes and z, y and z the roots of this function.
If Swp=—1 is the equation of any plane through the point a, and if @
is the pofe of the plane with respect to any confocal u,

T=(p+uw)w, or T—a=(0+%)w, cccoerrerrennnaners (viiL)

because —a= +aSaw. If the plane touckes the quadric u, the pole lies in
the plane, and the vector @—a (joining two points in the plane) is normal
to w. Thus in order to determine the point of contact of the plane
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Swp= -1 and the parameter of the touched quadric, it is only necessary
to operate on w by the function 6 and to resolve fw along and at right
angles to w ; for
fo=0wVu10u+wSwlfo=0-a-1w; T=a+oVo 0w, u=—Sw!fu. (1x.)
The vector @ being still supposed to terminate in the plane, the vector
@ —a(=7) is tangential to the surface » and perpendicular to . Hence as
@ varies subject to the condition Sww=Saw= -1, we find by (vi1.) that
S(@-a)(0+u)" Y (m-a)=0, or ST(O+u)'T=0 .ccoeueruu wo(x2)

is the equation of the tangent cone from a to the confocal %, referred in the
first case to the centre of the quadrics and in the second to the extremity
of a. The form of the equations shows that the tangent cones drawn from
a point are confocal. They intersect in pairs along any line through the
point, for (x.) may be replaced by

ST(V+uXg+u)T=0, ccvrvcriiririrnnciiiianne, (x1.)
and may be regarded as a quadratic determining the quadrics touched by a
given line (Ur=const.); and they intersect at right angles by the general
property of confocals.

e can thus determine the two quadrics touched by an arbitrary line.

Bx. 1. Prove that

(Vg +1Xg +uDp=(¥ +ux +u)p+ Va($+u) Vap.
Ex. 2. A right line defined by the vectors o and 7 of Art. 36, Ex. 4,
touches the confocals whose parameters are the roots of the equation,

St(¥ +ux +u?)7—So(d+u)o=0.
Ex. 3. The lines through a given point touching confocals with a given

sum of parameters, generate the reciprocal of the tangent cone to a fixed

confocal.
[The cone of the lines is St(6—-m”—a¥—v)r=0, if v is the sum of the
parameters.]

Ex. 4. If v and v are the vectors to the reciprocals of the tangent planes
of the confocals v and «’ at the points A and B, and if 7 is the vector AB,

Sr(v+v)=(u - u)Swv/.
[Here 7=(¢+u)v' —(¢p+u)v. This is Gilbert’s theorem.]
Ex. 5. If the points A and B are both points of contact of the line with

the quadrics,
Svy'=0, Sv¢v'+1=0.

ART. 84. There is a third general method which is often useful for
dealing with the properties of confocals. Writing the equations of the three
confocals through a point in the forms

T(p+2)tp=1, T(¢+ylp=1, T(d+)lp=1, cerrrreurn.... (1)

we are led to assume
p=Y{(p+2)(D+Y)(Pt2)}€eurnrrannnniiiiiiiirannn. (11.)
as an expression for the vector to the point of intersection. The square roots
(¢+x)§, etc., are commutative, and, accordingly, on substitution in
Sp(p+2)~lp=-1,
we find —1=8e(p+y)(p+z)e=Sede+(y+2)Sedpe+yzé. ............ (111.)
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This is identically satisfied, for the confocal = as well as for the confocals
y and z, if

€€=0, Sepe=0, Seple=—1;...cccceeiieiirrenn ceeens(IVY)
or what is equivalent, if
=0, Sexe=0, Sefre=—1; .ccccceeeirrininiiinnannns (v.)

that is, if € is the vector to a point of intersection of three known surfaces,
one of which is of course imaginary. Therefore (11.) coupled with the con-
ditions (1v.) or (v.) is the vector to a point of intersection of the three
confocals ; and allowing any two of the parameters, y and z, in (11.) to vary,
the vector equation represents the surface x; if only one parameter (r)
varies, the equation represents the curve of intersection of the confocals
yand z.
Again, we may differentiate p, regarded as a function of z, y and z, as
given by equation (11.) just as if ¢ were a scalar, and we have
3. (4= L dy & ) .
‘*P—i-(¢+x+¢+;1,+¢+z P
and the method easily lends itself to the treatment of lines traced on a
quadric surface.

Ex. 1. Prove that the vectors (¢+2)p, (+¥)p, (¢ +2)~'p are mutually
rectangular, and that the squares of their tensors are
(z-a)(z-y) (r-y)(¥-2) (y-2)(z—2)
m@@) ' m@y) T m@)
where m(z)=m+m'z+m"23+ 23 and where z, y and 2 are the parameters of
the confocals through the extremity of p.
[Using (11.), we have Sp(¢+y) " P+2)"p=Se(¢p+z)e=0. Also
Sp(p+2)p=8e(dp+2) (P +y)(P+2)e.
This is reduceéd by replacing y by x+y— 2, etc., to Se(¢+2)le multiplied
by a factor. On inversion ofg (p+2z)1 tl';/e rest follows.] P
Ex. 2. Find Tp? in terms of z, y and 2.
[z+y+z+m"=Tp]
Ex. 3. Express the vector ¢ in terms of the roots and axes of ¢.
Ex. 4. Prove that

—33E-2)(z-y)
po’ = }E 'W—w.

Ex. 5. Prove that p=(¢+u)(¢+x)'§(¢ +;y)i(4>+z)*e is the equation of
a tangent to the curve of intersection of the quadrics y and z; u being alone
variable.

[Use (v1.).]

Ex. 6. Prove that ﬁ=(¢+z)'*(¢+y)i(¢+z)§e is the equation of the
surface of centres of the quadric x—the locus of the principal centres of
curvature—when y and z vary. (See Art. 82, Ex. 4.)

Ex. 7. Find the lengths of the principal radii of curvature in terms of
x, yand z.

Ex 8. The imaginary right line, ¢ variable,
p=($+0)($+2)te

is an umbilical generator of the quadric .
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[It is evidently a generator of the quadric, and parallel to a line to a

circular point at infinity for T(¢+x)i¢=0. That is, it is one of the eight
generators through the four points in which the imaginary circle at infinity
cuts the quadric. But the tangent plane at an umbilic cuts the surface in a
point circle—or a pair of these imaginary generators. See Art. 67, Ex. 1, p. 96.]

Ex. 9. Find the locus of a point through which two of the three inter-
secting confocals coincide. Show that it 1s a developable surface generated
by the tangent lines to the curve

p=($+a)ke.
in is the locus of the umbilical generators of the system, or the circum-
scribing developable.]

Ex. 10. The focal conics are double curves on this developable.
[Put ¢ equal —g,, —g, or — g5 in the equation of Ex. 8, and we get a plane
curve in one of the principal planes. For t=—g, we have
Sp(¢-g1)"'p=S8e(p-g)($+2)e= -1, Sip=0.
The conic is double on the developable because a double sign is lost owing
to the destruction of the component of the vector normal to the plane.]

Ex. 11. If a is a constant vector, and z, y variable scalars, the equation
p=(¢*'+2+y)ta
represents a quadric surface, ¢ being a self-conjugate function.

[Assume the equation of the quadric to be Sp(ag®+b¢+c)p+1=0, and
determine the constants a, b and c.

Ex. 12. Prove that the imaginary vector € of equation (1v.) satisfies the
relation &/ —1.e=Vepe.

EXAMPLES TO CHAPTER IX.

Ex. 1. Three right lines through a common point are mutually at right
angles. If the first and second move in the planes SAp=0 and Sup=0
respectively, the third describes the cone

SVApVup=0.
Ex. 2. The cone
SaiSajSat , SBSLSPE . SyiSySyk
el + =0
Sap SBp Syp

contains the six unit vectors 4, j, £ and a, f3, ¥, the vectors of each set being
mutually perpendicular.

Ex. 8. If the cone Spgpp=0 has three mutually rectangular edges, the
condition m”"=0 must be satisfied ; if it touches three mutually rectangular
planes, m'=0.

Ex. 4. The four cones of revolution which touch the planes

SAp=0, Sup=0, Syp=0
are represented by T.Vp-1VpZ+ VuvTA(SApv)1=1;
and the cones of revolution through the three lines
VAp=0, Vup=0, Vwp=0
are represented by  T.p 'SpZ+ VpvTA(SAuv)1=1.
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5. Three points fixed on a line move in given planes. Find the
locus of a fourth point fixed on the line, and show that it is represented by
an equation of the form

T(aVuvSAp+bVvASup+cVAuSvp)=1.
Ex. 6. Interpret the equation
TRV Bp=eTA1SAp
as determining the locus of a point moving in accordance with a certain law
in relation to a given line and a given plane.

Ex. 7. The polar planes of points situated on certain fixed lines cut a
quadric in circles.

Ex. 8. Find the locus of the centre of a sphere which rolls along two
straight wires.

Ex. 9. Determine the locus of the vertex of a right cone standing on a
given ellipse of which a and 3 are the principal vector radii.

Ex. 10. A plane cuts a constant volume from a pyramid having its
vertex at the centre of a quadric. Find the locus of the pole of the plane
with respect to the quadric.

Ex. 11. Find a tangent plane to a (iuadric which along with three
mutually conjufate planes passing through the centre forms a tetrahedron
of minimum volume.

Ex. 12. Find the locus of the ioint of intersection of three mutually
pel;pael_ldicular planes each of which touches one of three given confocal
quadrics.

Ex. 13. Find the locus of the foot of the central perpendicular on a
plane through the extremities of three mutually conjugate radii of a quadric.

Ex. 14. Find the locus of intersection of ta;:lgent planes at the ex-
tremities of three mutually conjugate radii of a quadric.

Ex. 16. Find the locus of a point whence three mutually perpendicular
tangent lines can be drawn to a quadric.

Ex. 16. Find the locus of a point whence three tangent lines can be
drawn to a quadric so as to be parallel to three mutually conjugate radii.

Ex. 17. Show that the equation
_?i’/’ p_ ¢ =0

Spép P ()
determines the directions of the radii of the quadric Sp¢pp+1=0 which are
most or least inclined to the corresponding normals. ve this equation.

Ex. 18. Through the extremity of the vector a mutually perpendicular
lines are drawn to cut a quadric. Prove that
—-m” 1 1 1
1+8aga 27 yyy 215
where 2, and ; are the intercepts on one of the lines.

Ex. 19. From a Foint on the quadric Spdp+1=0, the extremity of
the vector a, mutually rectangular lines are drawn to terminate on the
surface. The plane through their extremities passes through the extremity

of the vector
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Ex. 20. Find the volume of the frustum of the cone whose vertex is at
the centre of the quadric Sp¢pp+1=0 and whose base is the intersection of
the quadric with the plane é’)‘p+1 =0.

Ex 21. If UVgq is a fixed vector 7y, eliminate the scalar ¢ and the
variable part of ¢ from the relation
p=¢(B+ta)g™
and discuss the locus represented by

Tp=T<ﬁ+a SY(S%;—B))

Ex. 22, The vectors a, 3 and y being unit and mutually rectangular,
show that the condition that

Toa+TeB+Tey
should be a maximum or minimum is
Vag'Uga+ VBFUSB+ Vyg'Udy=0

where ¢ is an arbitrary vector function, and prove that this is equivalent to

Ta=T¢B=Téy.

(a) Hence derive a theorem concerning the conjugate radii of an ellipsoid,

Ex. 23. Through a variable egoint Qon a fixed line V(p— {B)a.=0, a plane
is drawn perpendicular to a fixed line (y). Find the locus of points p in the
variable plane for which Tor=¢TrQ where ¢ is a given scalar.

Ex 24, Show that the section of the cone Spdp=0 by the plane
SAp+1=0 is equal to the section of the quadric SpppSA¢d~!A+1=0 by the
plane SAp=0.

Ex. 25. Find the equation of the surface which is lgeuemted by trans-
versals of the lines V(p—3)a=0, V(p— 3)a’=0 and of the ellipse

p=y+7y cost+y"sint.

BEx. 26. The envelope of the planes of intersection of the sphere
2SAp~1=1 with a variable sphere passing through the origin and having
its centre on the quadric Sp¢p+1=0 is the cone

(SAp)?+Spd1p=0.

BEx. 27. From the extremity of the vector § which terminates on the
quadric Spgp+1=0, a right line is drawn to intersect the vector radius a,
one of three mutually conjugate radii o, £, v, and to be parallel to the plane
containing the other two. It meets the ellipsoid again at the extremity of
the vector — & —2a83¢a; and the plane SAp+1=0 which passes through the
three points thus determined by the three radii is given by

(%P PB oy
*‘(ssw*W*@Tl_y)'

BEx. 28. Show that
¢ (A+A)(1+10)

P= = SIXF eI (A +iN)

is the locus of the centres of sections of the quadric Spgp+1=0 made by
lanes through the intersection of the planes SAp+1=0, SA’p+1=0; and
.discuss the nature of the curve.
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Ex. 29. Show that the surface represented by the equation
S[A(SAp+1)- X (SAp+1)][(Sp'p+1)— p'(Spp+1)]=0

may be generated by the intersection of two perpendicular planes each of
which contains a fixed line.

Ex. 30. Prove that the foci of central sections of the quadric Spp+1=0

generate the surface
P Vel | s,
Spép~ SVpdpdVpgp TP O
Ex. 31. The envelope of a sphere which passes through the centre of a

uadric and which cuts it in a pair of circles is a quartic surface touching
the quadric along a sphero-conic.

Ex. 32. Quadrics similar to Spfp+1=0 are described on a system of
parallel chords of Sp¢p+1=0 as diametars. Prove that the envelope of
these quadrics is also a quadric, and find its equation.

Bx. 33. Prove that

2m'
3 _ =
2pa2—8SaZp.+ 0

where p, is the vector to the foot of a normal from the extremity of the
vector a to the surface Sppp+1=0 and where m’ and m are the second and
third invariants of the function ¢.

BEx. 34. If a right line cuts a quadric at the angles 6 and ¢, show that
sin6_sin @

7

p r
where p and p’ are the central perpendiculars on the tangent planes at the
points of intersection.

Ex. 36. If n is the length of the chord which is normal to a quadric at
the extremity of p,

§=m"p —(m' —mTp?). p.

Ex. 38. Pairs of mutually rectanﬁular tangent planes are drawn through
the extremity of the vector a to the quadric surface Spdp+1=0; prove
that the locus of their intersection is

a=p ,,0-p_ . _ 1,1
1-'-SVap ‘¢ Vap (a=p)yS Va.p¢ ‘Vap'
and show that this equation may be reduced to
m(Vap)+8(a—p)¥(a—p)=m'(a-p) :

Ex. 37. The sum of the products of the perpendiculars from the two
extremities of three mutually conjugate diameters on any tangent plane to
a quadric is twice the square of the central perpendicular on the tangent
plane. .

Ex. 38. In terms of the vectors T=p;—p,, o=Vp,p, show that the
equation Soyr=0
represents the chords of the quadric Sp¢p+1=0 which enjoy the property
that the normals at their extremities intersect.

BEx. 39. The locus of the centres of chords at whose extremities the
normals intersect and which are parallel to a fixed direction 7 is the right
line Spgpr=0, Spryr=0.

J.Q. I
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Ex. 40. Prove that the squared radii of the circular sections of the
quadric gp3+28ApSup+1=0 which pass through the extremity of the
vector a are

g1+ AN (Shagg’g and g+ pH(Spa)yy'y?
where g, ¢’ and g” are the latent roots of the linear function determining the
quadric. Interpret these results.

Ex. 41. Determine the spheres cut in diametral planes by a quadric.

Ex. 42. If planes through an edge (p) of the cone Spcpp=0 and through
the vectors a and 3 respectively meet the cone again in edges coplanar with
the vector v, show that

S(pSaga —2aSpda)(pSB$B - 28Sp$)y =0,
and reduce this by the aid of the equation of the cone to

SpdaSBeby +SppSSyda—SpdySadB=0.

Ex 43. Using the notation of Art. 38, p. 42, show that if a translation
represented by the vector w will carry the tetrahedron ABcp so that it
becomes inscribed to the quadric Spgp+1=0, we shall have

w=4v"1¢"'ZASada ; SZASadpad 1ZASapa+4vZ8ada+ =0
Ex, 44. Tt is required to place a pair of tetrahedra aBcp and A'B'C’D’ 80

that their vertices may be corresponding points on a pair of confocal
quadrics. (Robert Russell.)

(@) A quaternion statement of this problem is to determine a self-
conjugate function &, a scalar u, a quaternion ¢ and a pair of vectors x and
«’ 8o that the conditions

Q—i(p—- x)=(d>+u)—i(qp’q" - x")=a unit vector
may be satisfied when p and p’ terminate at corresponding vertices of the
tetrahedra in their initial positions.

(b) If ¢ is the linear vector function defined by the relations

pla-d=a'-8, $(B-H=F-8, $(y-H=y-3,
we find that up-l=¢'¢-1, and ¢( )q"=(¢'¢)_}¢’.

(c) Also in the notation of Art. 38, « and u are given by
. ($'p—1)k=—ZASa('d—1)a, v(u+8x(¢'h—1)x)+ ZSa(¢'h-1)a=0.

Ex. 45. A plane mirror (normal v) is moved so as to reflect the light
from a star in a fixed direction (5). Show that if y is the unit vector

towards the celestial pole, o the unit vector towards the star at the time
t=0, the vector » must describe the cone represented by

€ 2
vli(y Toy" +8) or vSy(o+8)=2SyySwd.
(a) Show that the vector

£ 0t ® ¢ ¢
Y TAYTy ToyT.y AV
is indeglendent of ¢ provided the vector A satisfied a certain condition of
perpendicularity, and interpret.



CHAPTER X.
GEOMETRY OF CURVES AND SURFACES.
(i) Metrical Properties of Curves.

ART 85. Supposing that from each point of a curve a vector
n is drawn, variable with the position of the point, let us
consider the rate of rotation requisite to produce the change of
direction of the vectors , as we pass along the curve. In the
figure P and P’ are any two points on the curve, and the vector
PH=Uy is a unit vector along the emanant vector » drawn
from P, while PH'=Uy  is a ‘unit vector along the emanant »’
drawn from P. The vector PH” is drawn equal to P'H’.

-
R
Prd

In the limit the quaternion

__Uq'—Uq _ HH" @
U’]T(p’ — p) - PH K TPF ........................ .)

is a vector perpendicular to n and to 4 so that rotation round
it from 5 to » is positive, the angle of the quaternion (the
exterior angle at H) being ultimately equal to a right angle.
The tensor of this vector is ultimately equal to the ratio of the
circular measure of the angle HPH” (the angle between 5 and )
to the arc of the curve, and thus the vector represents in
magnitude and direction the rate of rotation in question. In




132 METRICAL PROPERTIES OF CURVES. [craP. x.

terms of the differential of Uy and the corresponding differential
of p(=OP), the vector of rotation is

=, Uy _ydy 1 _ Vydy
‘—UqT‘dp_vT' Tdp = TfTdp’ """ e (1)

the second form of the expression for the vector being deduced
from (1v.), Art. 53, p. 68, and the third form resulting from the
consideration that

VaB-'=VaB.B2= —VuB.TB *= +VBa. TR

If, in particular, we replace the vector n by dp, a vector
tangential to the curve, we have for the vector of rotation of
the tangent, or the vector curvature at P,

dUdp_ ydlp 1 _Vded®p
dp dp Tdp Tdp*’

for in accordance with the foregoing this vector represents in
magnitude and direction the rate of %)ending of the curve at the
point P, the bending taking place in the plane through P at right
angles to this vector.*

n the case of a plane curve this vector curvature is always
parallel to a fixed direction—that of the perpendicular to the
plane, but in the general case the direction of the vector is
continually changing. The plane through P to which it is
perpendicular, or the plane of the bending at P, is the osculating
plane of the curve at P.

To investigate the rate of rotation of the osculating plane as
we pass along the curve, or, what is equivalent, the rate of
rotation of the normal UVdpd?p to that plane (compare the
third form of (111.)), we have by (11.),

AUVapdty o Vapltp 1 o d
UVdezP . po— ’ m' po_ UdP .S VdeQP: wee(IV.)

since dVdpd®p=Vdpd®e. This is the vector torsion of the curve
at P. It gives in magnitude and direction the rate of rotation
of the osculating plane, and we see (what is geometrically
obvious) that the osculating plane rotates about the tangent
line (Udp).

veeeeneennen(TIL)

* The phrases vector curvature and vector torsion correspond to Hamilton’s vector
of curvature and vector of second curvature. We shall see what advantage results
from considering an angular velocity to be a vector on the plan of this article,
and the present case is quite analogous. It is easier in Quaternions to represent
the primary characteristics of a curve, the curvature and the torsion, by vectors
than to represent the somewhat artificial and indirect conception of an osculating
circle or radius of torsion. The theory of emanant lines has been worked out by
Hamilton (Klements of Quaternions, Art. 396).
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The vector curvature and the vector torsion may be com-
pounded into a single rate of rotation

_ydpdio ds
0=V L 3+Udp.S—LVdpd,P,...................(v.)

which may perhaps be called the vector twist of the curve. This
rotation produces the same effect on the tangent line and on the
osculating plane as the vector curvature and the vector torsion
respectively, for the former vector is at right angles to the
osculating plane and the latter is parallel to the tangent line,
and we do not here consider the rotation of the osculating plane
in its plane or the rotation of the tangent line round it.sel%

If the equation of the curve is given in the form considered in
Art. 48, that is if p is given as a function of a parameter ¢, the
expression (v.) may be written in the form

Vo' g P
w—’w'*'u SV 7= seesessesensessssesaee (VL)

where p, p” and p” are the successive denveds of p with respect
to the parameter.

If the arc of the curve is taken as the independent variable,
and if p,, p,; ps etc., denote the successive deriveds of p with
respect to the are, the relations (compare Art. 48, p. 63)

Tpy=1, Sp,p;=0, Sp,ps+pt=0, etc,......... (VIL)

found by equating to zero the successive deriveds of Tp,, serve
to simplify the various formulae. Thus (v.) becomes

w=ppst+pSL e e (v,
st PS> o )

Ex. 1. Show how to connect the deriveds of p taken with respect to ¢
and with respect to s.

[P P'dt’ = ”‘(dt) +‘°‘ t‘c:l

Ex. 2. Show that the tangent line and the osculating plane of any curve
may be written respectively in the forms,

B=p+zp, T=p+zp'+yp’,
z and y being variable scalars.

Ex. 3. The tangent line and ovsculating plane of the twisted cubic

T=(p+0)"a
may be expressed by
T=($+a) b+, T=($+2)p+s)b+0"%,
respectively, a being a constant vector and ¢ a given linear vector function.
Ex. 4. Calculate the vector w for the helix
W=a(icost+jsint)+kbt,
i, j and £ being mutually rectangular unit vectors,
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Bx. 5. Find the centre of the osculating circle of a curve.

[The vector to the centre from the point on the curve has the same
diroctit:'lm a8 Vp'p™Tp'~3. Up/, and its tensor is the reciprocal of that of this
vector.

ArT. 86. The important relations (i1.) and (1v.) of the last
article enable us to reduce every affection of the curve to a
function of the unit vectors

a=Udp, y=UVdpd?p, B=UVdpd2pUdp, TP (L)
of the scalars va
2 dB
01=-—,I—‘dp7(3—P, a1=Svd—pd%P, .................. (H.)

and of the deriveds of these scalars with respect to the arc.

We notice first that a, 8 and y form a mutually rectangular
unit system so that aB=vy, By=a, ya=B8. The scalars a, and
¢, are the ordinary scalar torsion and curvature respectively,
and partly for the sake of symmetry we regard them as the
deriveds g—‘:, g—z of two angles a and ¢. The angle a is the total
angle through which the osculating plane has turned about the
tan%ent line in passing from some initial point P, on the curve
to the Eoint P. In like manner c is the total or integrated angle
through which the tangent line has turned in the osculating
plane from P,to P. The vector a is along the tangent, 8 along
the principuf normal and vy along the binormal to the curve.

Denoting still deriveds with respect to the arc s by suffixes,
the fundamental formulae, (11.) and (1v.) of the last article, give
in accordance with (1.) and (1L.) of the present, the simple relations

a

;1=cly, ?;7‘=ala, %=ula+cl'y=a), ............ (11L.)
or =68 Bi=ay—ca y=—aa, .cccuenne... @v.)
or simply M=V0n, v (v.)

if » stands for a, B or y.

The formulae in a and y are translations of the formulae of
the last article. The formula in 8 is derived from these by aid
of the relation 8= ya. '

To express the successive deriveds, with respect to the arc, of
the vector to an int on the curve in terms of a, 3, ¥ and of the
scalars a,, ¢, and the deriveds a,, c,, etc., of these scalars, we have

m=a,

pe=a,=fc,, (VL)
Pa=a:=ﬁlcl+ﬁ°:=ﬁc:+(')’ax-acl)cv )
Pe= By +2(yuy — ac)) ey +(yay—acs)c, — B(ay? +¢,%)ey ;



ART. 87.] KINEMATICAL METHOD 1356

and in general we shall find the n* derived to be of the form

Pn=8An+BBr+yCh .covvveinniniinnnnne. (viL)

where A, B, and C, are certain scalars (not the n'* deriveds of
scalars A4, B, C, however). We may remark that the deriveds
of highest order of ¢, and @, occur in p, in the term Bc,+ya, -6,
a8 we see from (V1.).

Thus, as we have asserted, every affection of the curve may be
expressed in terms of a, 8, y of aka.nd ¢,, and of the deriveds of
these scalars. (See Appendix. KElements, Vol. ii)

ART. 87. The developables connected with the curve may all
be investigated in one common way.

The vector 5 and the scalar e being in some way variable with
a point on a curve, a plane of any developable connected with
the curve is expressible by an equation of the form

S(U-—p)q=e, .............................. (1)
@ being the variable vector to a point in the plane, and p being
the vector to the point P on the curve to which the plane corre-
sponds. The equation of a successive plane is of the form

S(@—p)n—e+ds. ;’—8 (S@=p)g=€)=0, eenven...(IL)

e, n and p being regarded as functions of the arc s, but @ being
indepen({:ant of s. gl‘hus two successive planes intersect in the
line of intersection of the first plane and of the plane determined
by equating to zero its derived with respect to s. The inter-
section of the plane (1) and its consecutive is accordingly the
line common to (1.) and to the plane

S(@—p)n,=San+e;, ..c.cocerviinriniannnn. (1)
n, and e, being the first deriveds of 5 and e.
This line of the developable is also given by the vector
equation (Art. 35 (1.), p. 39),
= ame—n(Sant+e)+t
(0] P+ le ’

where ¢ is a variable parameter.

In the same way, equating to zero the second derived of (I.)
with respect to s,

S(@—p)ne=2San,+8Pn.c,+€y c.orvrivrunnnenn. (v.)

and combining this with (111.) and (I.f), we have the point of
intersection of three successive planes of the developable,

m=p + Vapnge+ Vign(Sante)) ;’,"’:"11(28“"1 +8Bn.o+e) (V1)
1




®J

136 METRICAL PROPERTIES OF CURVES. [cHAP. X.

This point is on the cuspidal edge of the developable, and it
corresponds to the point P on the curve. More generally if in
(v1) we allow the arc to vary, we have the equation of the
cuspidal edge of the developable. .

In particular, the polar developable corresponds to n=a, e=0;
while »=8, e=0 gives the rectifying developable; and n=1,
e=0 is the tangent%‘ine developable. 1t is shorter in many cases
to treat the developables ab initio rather than to substitute in
the general formulae (1v.) and (VL.).

Ex. 1. The vectors from a point on the curve to the centres of the
osculating circle and sphere are respectively
B8 B, d 1
o and o +rY3e- o
ese expressions follow from consideration of the polar developable.
Or the first is geometrically obvious, and it is also evident that the centre

of spherical curvature lies on the polar line, @=p+ §+xy, which is by

; 1
gometry the locus of points equidistant from three consecutive points on
e curve. To determine x we may express that @ is the vector to a point
which is momentarily stationary as we pass along the curve. Thus

dg_ . ya—ag é(l) 8z 1 ﬂ(l)
G —0=a+ o +Bg, Py —zfa, +3,+7> and therefore 7=\

‘We must remember that x is not here a function of s. & is some small
scalar. See the next example.]

Ex. 2. For a spherical curve

1, d? ( 1 ) _
DRE AW
[In this case we can determine z so that the vector in the last example
terminates at a fixed point in the centre of the sphere containing the curve,
and now &z : ds is the derived of = with respect to s, so that

o 8 _dr_d1d
¢ ds ds —dx(a, d.s(c,))'

The method here employed is often useful. The condition may also be
found by expressing that the vector to the centre of spherical curvature

terminates at a fixed point. The condition is momentarily true (not an
identity) if five consecutive points lie on a sphere.]

Bx. 3. Prove that the rectifying line is V(@ —p)w=0, and that the
cuspidal edge of the rectifying developable is @=p —2 ‘% gll .

[The rectifying plane S(@ — p) 3=0 through the tangent line and at right
angles to the osculating plane, generates this developabﬁ.] 8

Ex. 4. The curve is a geodesic on the rectifying developable.
[Prove that the angles of the quaternions
(v+dw):a and (w+dw):(a+da)
are equal to the second order of small quantities, and hence show that
when the develogable is flattened out the curve becomes a right line, so
that it is & line of shortest distance (or a geodesic) on the developablie.]
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Ex. 5. If the ratio of curvature (scalar) to torsion is constant, the curve
is a geodesic on a cylinder.

(If Tw.cos H=a,, Twsin H=c,, the angle H is here constant, and
equations (111.), Art. 86, give d(a cos & +y sin H)=0, or on integration Un =%,
a constant vector. The rectifying developable is therefore a cylinder.]

Ex. 6. Show how to determine the curves for which the ratio of
curvature to torsion is constant.

[By the last example we have a,=yasin H.Te=Via.To. If dt=Tw.ds,
we have, on changing the variable from s to ¢, a'=Vika, and on

differentiating,
a"=Vika'=kVka= —a—kSka= —a+kcos H ;
or g—;(a—kcosE)+(a——‘kcosH)=0.

The integral of this equation is a—kcos H=Acost+pusint, and as we
must have Ska= —cos? and Ta=1, it appears that A and p must be
perpendicular to one another and to £ and that their tensors must be equal
tosin 4. Thus
a=kcos H+sin H(icost+jsin¢),

and on integrating again

. ©=[ads=py+kscos H+sin H. [(i cost+jsin t)ds,
where p, is a vector constant of integration.]

Ex. 7. Find the conditions that the unit vectors (a, 3, y) of one curve
may remain constantly inclined to those (o, 3, ¥) at corresponding points
of another.

[We must have wds=w'ds, or ada+ydc=a'da’+y'dd. Hence either
Bl B or else da:de=-8yB': Saé?‘=comt. In the second case both curves
are geodesics on cylinders. In the first, if ' makes the angle 4 with
7 makes the same angle with y (the four vectors being coplanar), an
H=u+H'. In other words,

da=cosu.da’-sinu.d¢, dc=sinu.da’+cosu.dc.]

Ex. 8. Find the unit vectors for the locus of centres of spherical
curvature, and show that they remain constantly inclined to those of the
given curve.

Ex 9. The vectors p und p’ are drawn from a centre of reciprocation to
a point on a curve a.mf to the corresponding point on the cuspidal edge of
the developable into which the curve reciprocates, prove that

PYSyp=pySyp'=K?,
where K is the radius of reciprocation and where y and ¥’ are unit vectors
normal to the osculating planes at p and p'.
(a) Compare the curvatures and torsions of the two curves.

Ex 10. Compare the unit vectors for a curve and its inverse.

(ii) Ruled Surfaces.

ART. 88. Having showed in the last article how to determine
the surfaces generated by planes connected with the curve, we
shall now consider the surfaces generated by the emanant line
(compare Art. 85, p 131)

V@=pn=0. .ccc.ovcvvnnen TN ¢ 4
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Reverting to p. 40, Art. 36 (v.), the shortest vector QQ’ from
the line to any other line V(@ —p')y'=0 is

VP P - (o' —pn
Q' =Vny'S Vo ! and (?Q—p-l-qS Vor cennenn(I1)
Putting in these p'=p+dp, n'=5+dy and proceeding to the
limit having divided Q'Q by ’F(p’— p), we find
W _ Udp  Udp dUp (UdpUy _
TTi;—V"d,IS V’ﬂi’)—‘s . = U)) S dU)] -—pl, ....(IIL)
by Art. 85 (11.); and neglecting a vanishing term in the
expression for 0Q, 4 1
= ptnS3Pn _ de _ _y,sUde
oQ P+”SVr)dq—P_U"Squ—P UnS Ty’ (1v.)

the various transformations being easy consequences of the
formula just cited, and p being a scalar defined by

=gUdp_g_dp _gdpUn
p—S—‘——SVd,m_l—S dU’,. ................. (V.)

The vector p: represents the rate of translation of the emanant
line as it passes t}l)lrough successive positions, this vector being
the ratio of the shortest distance between consecutive positions
to the arc ds of the curve. In other words, the emanant may
be supposed to pass from one position to a consecutive in virtue
of a rotation (ds about the shortest distance QQ’ coupled with a
translation QQ'=p(ds along that shortest distance. Or again
p is the ratio of the shortest distance to the angle between the
consecutive lines. The quantity p is usually called the para-
meter of distribution of the ruled surface, though the theory of
screws would offer the more suggestive term pitch, because the
transference of the generator from one position to the consecutive
is in the language of the theory of screws effected by a twist
about the screw coaxial with the shortest distance and of pitch p.
The point Q, the extremity of the vector (Iv.), is the point of
closest approach of successive generators; and as s varies Q
describes the line of striction of the ruled surface. For a
developable, this coincides with the cuspidal edge, and p
vanishes.

Bx. 1. Prove that the line of striction and the parameter of distribution
of the surface generated by the principal normals of a curve are

Bey =%
ad+or 4 adtel
Ex. 2. The tangent to the line of striction of this surface is parallel to

wn_ o gd(_a )
a,’+c,’+B da(a,’+c,’ i
+ and the shortest distance between consecutive generators is parallel to w.
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Ex 3. If n=acos !+ 3sinlcos m+y sin I sin m,
rove that the condition that the emanant line » should generate a

evelopable is
sinl.d(a+m)—coslsinmdc=0 or sinl=0.

[By (v.) if p=0, Sandn=0.]

Ex. 4 Prove that no line except a in the plane of a and 3 can generate
a developable ; that the only developables generated by lines in the Klane of
a and vy are the tangent-line and the rectifying developables ; and that any

line whatever in the plane of 3 and y is capable of generating a developable.
[For the plane o}) a and B3, ! =07 or m=0, and m=0 isslmpossible if a

varies. For the plane of o and v, /=0 or m»_—-g. If m=;—;, we find n=Uew
since sinl!.da=cosl.dc. If ! =g, we have a series of developables
B=p+t(8 co8(a ~ag) -y sin(a ~ )
and their cuspidal edges are
m=p+g—c):tan(a—-a‘,),
a, being an arbitrary constant.)]
Ex. 5. Prove that the curves

T=p+E8-7 tan(a-a)
¢ ¢

are the evolutes of the curve @=p, and that they lie in the polar developable.
Ex. 6. If the emanant is perpendicular to the tangent, prove that
—p o nGcosm o etm
0= P oot + (ay ) P feontm +(ay + )
where 7= 3 cos m+y sin m.

ART. 89. The normal to the ruled surface

(ol R kT (1)
at any point @ is parallel to
v=Vydp+udsn), coccorverrrnienininnnnn. (1)
this vector being perpendicular to every tangential vector
do=dp+udp+apdu. coccoevvvenninnnnnnnaen (11L)

The tangent plane is
S(@—p)Vn(dp+udy)=0,........ . cc.....e. (1v.)

and as it generally involves u, it varies from point to point along
the generator. Moreover, since it involves u linearly, the an-
harmonic of four tangent planes is equal to the anharmonic of
the four corresponding normal vectors (11.), or of the four cor-
responding points of contact (1.), (Art. 37, p. 41).

xpressing that the tangent planes at two points u and u’ on
the same generator are perpendicular, we have a relation

Sw'=0, or SVq(dp+udq)Vt)(dp+u'dq)=0, ceeneenel V)
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which determines an involution between the corresponding points
w and «. This may be thrown into the form

Vadp\(, . o Vndp\ _ Vndp\?
<u+S V;;dq)(u +S V,,d.,) = -T(V qu»;) s eeenee( VL)
because (SAu-1)2—TAu"")?2=—-T(VAu-1). Comparing with
equation (1v.) of the last article, it appears that the point Q in
which the generator meets the line of striction is the centre of
the involution, and that the foci are imaginary. If C and C
are the two points w and «/, it is not dithcult to see that this
equation (v1.) is equivalent to

QC.QU=4P it (viL)

QC and QC’ being vectors, and because their product is positive,
they must be oppositely directed. That the quantity on the
right in (v1.) reduces to T»n-2p? follows most easily by taking
the arc as the independent variable, and then
V. Voo (Vimy) =2 =nSpy(Vmy) =1 = nTn-*8py(Vpyn=1) 1
= —-q"SUdp. !

by (v.) of the last article.

Ex 1. If the tangent planes of a ruled surface touch the surface all
alo?ﬁlthe generators, the surface must be a developable or a cylinder.
|

e direction of the normal must be independent of ». This requires
g_? n,] that is, dU7n =0, or else dp|| 7, or the line is a tangent to the curve
'——-p.

Ex. 2. If for any point p=0 the tangent plane touches all along the
generator.

[A - generator of this kind is said to be torsal. A ruled surface has in
general a definite number of torsal generators.]

Ex. 3. The point @ being on the line of striction, prove that the tangent
of the angle between the tangent planes at @ and at any point c on the
same generator is

tan A='r_CQ._
p

Ex. 4 Prove that the vector velocities of the points c and ¢’ are at right
angles, and compare their magnitudes.
e vector velocity of c is ¢«(Qc+p). See Art. 88.]

Ex. 5. Prove that the vector to a point on the line of striction of the
quadric Sppp+1=0, and the corresponding parameter of distribution are

respectively ] —
p== —EV%’}, p== \/—;DS%"I,

where Sxdyq=0.
[See Art. 88. To reduce we may take 7 to be a unit vector so that

Sy’ =0, 87'¢n =0 as well as Sy¢n=0.]
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(iii) Curvature of Surfaces.

ART. 90. Projecting a curve on any plane, normal to the fixed
vector k, the curvature of the projection is (Art. 85 (111.), p. 132)
d.Ud.k-'Vkp V.k-'Vkdp.k-'Vkd®p k-'Skdpd?®e
d.k'IVkp - T(dekdp)a - T(V’cdp)“’

dUdp _Tdp®
=b=-1Q). 7 0,
=k-1Sk dp  T(Vhdgy™™ e (r)
or the curvature of the projection is the projection of the cur-
vature into the cube of the cosecant ?L the angle between the
tangent to the curve and the normal to the plane of projection.
If the plane of projection is parallel to the tangent, the pro-
jection of the curvature is the curvature of the projection.
Resolving the vector curvature of a curve traced on a surface
into its components perpendicular to and along the normal »,
we have

dgd =y‘1Vy(—l—Ij—d£+y'ISyg}iE£, ............... (1L.)
P P P

and since Sydp=0, the first component is, by what we have just
proved, the curvature of the projection of the curve on the
normal plane (Lwvdp) to the surface through the tangent line, and
the second is the curvature of the projection on the tangent plane.

Rememberigg that Swdp=0, and that its derived is also zero,

or Svd’p= —Sdudp, the first component admits of the trans-
formations .
dUdp Svd2p Sdwdp

-1 =] -1 =, — = e——
vV dp =y-Ydp) SydUdp_dp.v.po_ dp.v.Tdp' (111.)

The last of these shows that the component is the same for all
curves traced on the surface, provided they have a common
tangent line dp, dv being a linear function of dp; and thus in
particular it is the curvature of the normal section of the surface
through dp. This is Meusnier’s theorem—the magnitude of the
curvature of the normal section is that of the oblique section
into the cosine of the angle between their planes.

The second component is, a8 we have already shown, the cur-
vature of the projection of the curve on the tangent plane, or it
is the rate of gending of the curve round the normal (or in the
tangent plane). It vanishes for a geodesic—the straightest curve
on the surface between a Sa.ir of points—for such a curve can
have no component of bending in the tangent plane; and it is
called the geodesic curvature of the curve. The differential
equation of a geodesic is therefore

. SWdpdUdp=0, or Swdpd®p=0. ................ (v.)
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The normals to the surface along the curve trace out a ruled
surface, and by Art. 88 the equation of the line of striction and
the value of the parameter of distribution are

_ dpv _a_dp
OQ—P'*'VSWJ;,’ p—dew_l. ................. (v)

The tangent planes along the curve generate a developable.
This and its cuspidal edge are respectively represented by

U=p+qudv, T=p+ Sudpdt, P A 4 8

ART. 91. If fp is any scalar function of p, and if we write
dfp=nSudp, dv=¢dp, ..c.cevuviurinnnnnn.. (1)
the function ¢ is self-conjugate when n 8 independent of p or
when it is a function® of fp.
Let dp and d’p be any two independent differentials of p so that

d'dp=dd’p, d'dfp=ddfp....cccocreerruuun... (1r.)
We find on expansion by (1.) if dn=Sadp,
d'dfp=nS¢d pdp+nSrd'dp+ Sad’pSidp,
dd’fp =nS¢dpd’p +nS¥dd’p+SadpSidp ;
and by (11.) these expressions give
Sdp(ngd’p+vSad’p) =Sd’p(ne¢dp +vSadp). .........(IIL)
The function n¢@+¥Sowm is therefore self-conjugate; and if n
is constant so that o is zero, or if it is a function of fp so that
@ |l v, the function ¢ is self-conjugate likewise. We also observe
that if ¢ is the spin-vector of ¢,
2ne+Vie=0 and Sve=0. .................. (v.)
This scalar condition is in fact the condition that Sydp=0
should lead to an integral fp = const.
If the equation of a surface is given in the form fp=const.,
the differential vanishes if dp is any tangential vector at the
extremity of the vector p, and the vector » is parallel to the

normal.

ArT. 92. In applying the results of the last article to the
study of surfaces, we shall leave Ty arbitrary, and shall write
gd= o+ Ve. The spin-vector ¢ disappears automatically from

v=Sdppdp=S pcod , whatever vector dp may be, and it
also disappears from y£;=Vy(¢o+ Ve)dp, because in this case
=0 and also Sve=0 by (1v.) of the last article, so that

Sud
Wﬂfedp=0. Thus we have

dv=¢dp=(¢,+ Ve)dp, Sdpdv=Sdpgpdp, Vvdv=Vigdp. (1.)
# This is included in a more general theorem (Art. 60, p. 80).
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Writing C for the magnitude® of the curvature of .the normal
section parallel to dp,
= —2%p¢dp =0;
C= T,Tdp*’ Sudp=0;..ccccceriiinninnnnns (1)
and it follows at once by Art. 73, p. 107, that C is the inverse
square of the radius of the conic

Swg@m=~Tv, S=0, ..ccvc0rernen. (TIL)

which is parallel to dp. It is also evident from (1.) that Vidy is
parallel to the radius of this conic conjugate to dp.

Remembering that the function ¢, is independent of dp, al-
though it involves p in its constitution, we may for any fpoint, on
the surface regard ¢, as constant, and we may apply the formulae
of Art. 75 to calculate the directions of the principal axes of the
conic (I1.). The inverse squares of the principal radii of the
conic are the principal curvatures (C; and C,) of the surface, and
are the roots of the quadratic

Sv(¢e—CTv)-'w=0, or CT1?—CSy~'xwy+Sv=Yuw=0; (Iv.)
and unit vectors (v, and 7,;) along the principal axes are deter-

mined by
T (o= CiTv) "y, T3l (Pg— Colw)~tv. evueennnnn. v.)

The three vectors 7,, T, and Uy form a mutually rectangular
unit vector system, and we suppose the directions chosen so that
7y1e=Uw.

\ih'iting also

Udp=m,co8l+7,8Inl, coovvvvennnnnnnnen. (vL)

the expression for the curvature (11.) of the normal section
reduces to
C=C,cos?l+C,8in%; «.cooevrrinrinnnnnnnns (viL)

by (1.) we also have
Vidy = (740, cos L —7,C, 8in 1) T¥*Tdp, ...........(VIIL).
since  Vr7,¢,Udp=7,S7,¢,Udp—1,87,¢,Udp
=7 S7poTe8I0 L — 7S pyr c08 L;
and the vector OQ to the point of closest approach of consecutive
normals along dp and the scalar p (Art. 90, (v.)), assume the
forms O, cos?l 4 Cysin®l (C,—0C,)sinlcosl

Q=p=Ur gricoeti+ C st P~ Coosti+ Osimtl (%)

* It is not hard to see by oonniderin? the sense of rotation that if we suppose:
C to be positive for a surface like an ellipsoid, the sign selected in (11.) requires »

to be drawn on the convex side. Of course there is no ambiguity about the.
vector curvature.
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The quadric

S(m = p)po(@—p)+2Sv(@—p)=0,...ccu..c...... (x.)
in which @ is variable and p constant, has complete contact of
the second order with the surface. We have in fact at the point
o =p, 0=8do¢,do+Sud*m, where dw and d*» are differentials
of @ as terminating on the quadric, and this is also true for
differentials of the vector to a point terminating on the surface.
The equation of the quadric may also be written in the form

S(@—p+ ¢y ) po(T— p+py~'w)=Svgpy "1, .........(XL)
and it is not difficult to Frove that the principal curvatures are
the parameters of the confocal quadrics

S@—p+¢yW).(¢9y" = C, " Tv=1) Y& — p+ ¢y~ ') =Svgp,~'v (XI1)

which through the extremity of p. The subject will be
resumed in Art. 156, p. 295.

ART. 93. The equation of the normal to a surface at the
point p being
T=P=TV, cevevrerrrrenneinereninerancnns (1)
to find the condition that two successive normals should intersect,
we express that the extremity of © is momentarily stationary
and we have
do=0=dp—azdv—rdx=dp—z¢dp— iz, ...........(1L)
where dx is some small scalar if dp is small (see Art. 87, Ex. 1).
The condition of intersection is therefore
Sdprdy=0, ..ccvruveniinininininninn.. (u11.)
and this is the differential equation of the lines of curvature.
Moreover we have from (11.)
dp | (1—x¢)-Y, where Sy(1—z¢)-Ww=0,......... @v.)
because Sydp=0, and from these equations we can find the
directions of the lines of curvature and the principal curvatures
C,=2z,"'Ty!, Cy=x,"'Ty-! if x, and z, are the roots of the
quadratic.
More directly, we have for the vectors to the centres of
curvature,

©,=p-C0,""Uy, @,=p—Cy Uy, ccccueeninnans (v.)
and if d,p and d,p are tangential to these lines,
dp=0,"'d,Us, dgp=0C;"'d,Uv; ...coueuuvenen. (vr)

and the measure of curvature, or the product of the principal

curvatures, is
d,Und,Uy_ VdUdU»
d l = Vd’d”) 3 eceee

C,Cy= P (4 §)
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if dp and d’p are arbitrary tangential vectors, as we may prove
by supposing p and Uy expressed in terms of two parameters.
The interpretation of this remarkable expression 18 that the
small area determined on a unit sphere by lines drawn through
its centre parallel to the normals round any small contour on
the surface, bears to the area of the small contour a ratio equal
to the product of the principal curvatures.

If we suppose the vector to a point on the surface to be a
function of two parameters ¢ and u, and if we use upper accents
to denote differentiation with respect to ¢ and lower accents for
differentiation with respect to u, we have

dp=p'dt+pdu,

and Tdp® = edt? + 2fdtdu + gdu?,
if e=—p? f=-=8pp,, g=—pi . ciueii (VIIL)

Writing also v=Vp'p,, equation (11.) becomes
pdt+pdu—z(vdt+vdu)—rdz=0, ............. (1x.)

and according as we eliminate z and dz or d¢, du and dz we find
the differential equation of the lines of curvature

dizSp"v'y —dtduS(p'v,+ p v+ duSpyy=0, .......... (x.)
or the equation of the principal curvatures (C=2-Ty-?)
C*T*+CTWS(p'v,+vp,)v=S¥ry=0. ............. (x1.)

It is not difficult to see that we obtain for the measure of
curvature the expressions

C,C,. Tv*=8yp"Svp,—(Svp,)?
=SVip"Vip,—(Vip, 2+ 4(Sp"p,—p.%) «-ee. (X11.)
and that in terms of the deriveds of ¢, f and g,
2Vllp" = (el - 2f’)P’ + e’P: 4 2vypl’ = —g,P,+ e/Pn
2Vvp,=—g.0'+(2%f,—9)p., 2(8p"p,—p,)=¢,~2f/+¢,
B=fT—eg; ccviiiiirrinirnsionannns (x11.)

and hence it follows that the measure of curvature is an explicit
function of the quantities ¢, f and g and of their deriveds, so
that the measure of curvature depends only on the expression
(viiL) of the square of a linear element. If then the surface
undergoes any transformation in which the lengths of linear
elements remain unchanged, the measure of curvature preserves
a constant value.

ARrT. 4. The following kinematical method is often useful in investi-
gating the geometry of a surface. Suppose the vector p to a point on the
surface to be given in terms of two parameters, « and v, and let a unit
vector a be drawn at the extremity of the vector p tangent to the curve

J.Q. K
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% variable ; let y be the unit vector along the normal at the same point and
let B=ya be at right angles to both—a tangential vector. These three
variable vectors may be supposed connected with three fixed unit vectors
1, J, k£ by the relations

qg'q;l=a, @I971=B, qEGTI=Y 5 e (r.)

so that the conical rotation represented by ¢ would bring the vectors i, 5, £
into parallelism with a, 3, v. }l)'hese relations being supposed to hold for all
points on the surface, it follows that ¢ must be a function of » and ». It
will be proved in Art. 106, p. 173, that if £ is any vector function of « and v,
its differential is expressible in the form,

A=V (0'du+wdr)f+A(E)..cocrenrmnirininnnnen (11.)
where* w'du+w,dv=2Vdgg~! and d(f)=adr+Bdy+ydz if {=ar+By+7vz

while of course d€ involves differentials of a, B and y.
We shall write in terms of «, 8, y,

w'=aa'+Lb+yc, o,=aa,+Bb+Yc, «ceriiiennnnnnnd (111.)
so that equation (v.), Art. 106, is equivalent to
2a’ Oa, ob b,

., b o -
a—a=bc,—b,¢!, a—-d;—c’a,—c,a : ’5;—5:_4_“’)' ab’ ;... (1v)
th:;ie being the results of equating coefficients of a, B, y in the equation
cited : ‘
9(w) 9w,
v -

)= Vw’w,.

It will be sufficient for us to confine our attention to the case in which
the curves u and v cut at right angles, so that 3 is tangent to v variable,
since a is tangent to « variable. There is, however, no difficulty in taking
the general case. We have then for the orthogonal curves,

dp=Aadu+BBdv and Tdp*=A*dud+ BWdo3,................ (v.)

8o that Adu and Bdv are elements of the arcs of these curves. The vector p
being a function of u and v, we obtain additional relations connecting the
six scalars @', ¥, ¢, a,, b, c,, by expressing that

=2 (4a) =%(BB)=%. ........................ (v1)
Now, attending to (11.), we have for example, by (111.),
da=V(v'du+wdv)a=(Bc —yb)du+(Bec,—yb)dy, ........... (viL)

and the differentials of B and y are obtained by cyclically transposing
By, a,b,d,a,b,c. Hence (Vi) at once leads to the three relations

’%+Bc'=0, %—f— Ac,=0, Ab+Ba'=0 ................ (viiL)
obtained by equating the coefficients in
9wt 4(Be,~y5)= 328+ Blyd —ac).

These three relations coupled with (1v.) give all that is necessary for the
investigation.

* Note that Vdgg? is not a perfect differential.
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To ascertain the meaning of the scalars, observe that the vector curvatures
of the curve u variable and v variable are (Art. 86, p. 134)

Pa 1 _B¥+y¢ 08 1 _aa,+7e
a'ﬂf—[y" ~£.B—B=—§L,. ................. (1x.)

8o that by what we have shown A-1¥’ is the curvature of the normal section
through » variable and A-!c’ is the geodesic curvature of the same curve.
For any curve traced on the surface, if
Udp=U(addu+BBdv)=acosl+Bsinl, coslds= Adu, sinlds=Bdy, (x.)
the vector curvature is
—Ed'dI;d =7(g—f+ %cosl+%sin l)
sinl

~ yUdp{ (atsin 1 oo %L+ (¢ sin 1~ b,08 )22}, ...(x1)

which follows easily on substituting for du and dv in
d. Udp=(Bcos?—asin)d! +(B(c'du+cdv)— y(b'du+bdv))cosl
+(y(a'du +a,dv) — a(cdu+cdv))sinl.

Thus the ﬁeodesic curvature depends simply on ¢, c, and the rate of
variation of the angle / which the curve makes with » variable. The normal
curvature depends on the four quantities @, a, b, b, The relation (x1.)
includes everything relating to the second differentials of the curve, and if
we write for the curve o'=Udp, y¥=U.dUdp.dp"!, y'a’=f, we may, for
brevity, replace (x1.) by the relation

Y =Y COBM+Ya BN My ceeerviereeneariiarnenanannans (x1L.)

and we may determine the torsion and everything depending on third
differentials by differentiating once more.

Ex. 1. Determine the equations of the lines of curvature, and prove
Gauss’s theorem that the measure of curvature depends on differentials of
the line element.

[If C’ and C, are the principal curvatures, p— C'~!y and p— C,"ly are the
vectors to the centres of curvature, and expressing that these are stationary
for the moment, we have

Aadu+ BBAv — C-(a(b'du + bdv) - B(a'du +a,dv))=0,

and according as we eliminate the ratio du : dv or C we have the equation of
the lines of curvature, and the equation of the curvatures,

Ad'dud+(da,+ Bb')ydudv+ Bbdv?=0, C*4A8—-C(V’B-a,d)+a’b,—ab’'=0.

By (1v.) and (vI11.) we see that the product of the curvatures is a function
of 4, B and their differential coefficients.]

Ex. 2. Prove that when the curves » and v are lines of curvature,

¥=C'A4, a,=-CB, a'=0, b,=0, c’=—B"‘%, c,=A"%B;

and show that

9C,_(C'-C) 2B 3¢’ _(C,—C) 24
- B w o 4 o

oty (803 %)+ 2 2))

L
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Bx. 8. If the curves u are geodesics, prove that we may take 4=1, and
that in this case »B .
1

. .. ,1 2B
Gq-—ﬁ-a?, G—a'f-lllllt-a,

where @ is the geodesic curvature of any curve, and ! the angle it makes
with the curve u variable.

[Here ¢'=0, so that 4 is independent of v, and by a change of the
variable ¥ we may put 4=1.]

Bx. 4. Prove that the total curvature of any portion of the surface is

fcas - [Ziute- s [(2-0)ar

where d is an element of the surface ; and where ! is the angle the bounding
curve makes with the curve u variable, G is the geodesic curvature of the
bounding curve and ds an element of its length.
(a) Examine the case in which the bounding curve is compoeed of
cs.

(iv) Famalies of Curves and Surfaces.
ArT. 95. If p=n(t; @, b, ¢, ...) ceeeeuees il (L)

where 5 is a given function of a variable parameter ¢ and of
certain scalar constants a, b, ¢, etc., the equation represents a
family of curves, any particular member of the family being
determined by assigning fixed values to the constants a, b, ¢, ete.
If there are n constants, the family is said to be n-way, or to be
of the n** order.

The curves of the family which touck a given surface or inter-
sect a given curve compose u family of order n—1.

If the given curve is p=gy,(t,), the condition of intersection

n(t; a,b,e, .. )=m(t)) ccvrrrinininnnn ()

is equivalent to three scalar equations, so that on elimination of
t and ¢, from these, we are left with a scalar equation in the
constants a, b, ¢, etc., and thus one of the constants may be
ex'i)reesed in terms of the remaining n—1.

f the given surface is f(p)=0, the conditions for contact are

f(n)=0, m= L . (m.)

and on elimination of ¢, a relation connecting the constants is
obtained, so that a family of order n—1 touches the given
surface.

ART. 96. Expressing that an unknown surface f(p)=0 meets
a curve of the family at the extremity of the vector p in n
consecutive points we have
p=n Swy'=0, Svy"+Sy'¢n'=0,
Sy +2Sy"¢n’ +Sn'pn” +Sy'pn'n) =0, ete,, ........ (1)
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where the functions ¢, ¢, etc., are defined by the relations

dv=¢dp, dv=g¢dip+¢y(dp, dp), ete. ............. ()
The first of the equations (1.) is equivalent to three scalar
equations, so that the system of equations is equivalent to n+2
scalar equations. We can from these eliminate ¢ and the =
constants «, b, ¢, etc., and the eliminant is a function of p, v, ¢,
¢ etc., and is equivalent to the differential equation of surfaces
met in n consecutive points by curves of the family.
In particular, the equation is equivalent to the differential
equation of surfaces generated by curves of the family.

link 1. Find the differential equation of surfaces generated by parallel
es.

[Here p=«+ta, Sva=0, and the equation required is Sva=0, a being
a fixed vector and « being arbitrary.]

Ex. 2. Find the differential equation of cones having a common vertex.

[In this case p=a+tx, Svx=0, 8o that Sv(p - a)=0.]

Ex. 3. Prove that SVar¢Varv=0 is the differential equation of surfaces
generated by lines perpendicular to the fixed vector a.

Ex. 4. The differential equation of surfaces generated by lines which
meet the fixed line V(p—B)a=0is SV¥V(p—B)a. g VvV(p-B)a=0.

[If p=x+tA is a generating line, S(x — 8)aA=0, SvA=0, SApA=0.]

Ex. 5. Find the differential etkuation of ruled surfaces.

[We have SrA=0, SA¢pA=0, SAd(AL)=0, and the equation is obtained
by solving for A (Art. 74, Ex. 3) from the first and second and substituting
in the third.]

Ex. 6. Find the differential equation of surfaces generated by similar
and similarly situated curves.

[Here a generating curve is p=«x+aa(t) where x and a are constants to
be eliminated and where a(¢) i8 a given function of ¢.] :

Ex. 7. The differential equation of surfaces generated by equal and
similarly situated ellipses is
SVVaB.v. ¢. VVaf.v=(Sart+8Gv)t,
a and B being a pair of conjugate radii.

ART. 97. As in the last article, being given the scalar equation
of a family of surfaces involving n constants,

Sps a,b,e, ...)=0, ciuieninninninninnen. (r)

we can determine the differential equation of a surface which at
each point is touched by some member of the family in as many
consecutive points as serve to eliminate the constants.

If only one constant is involved, only one surface is touched
at each point by a member of the family, and that is the envelo
obtained as the locus of intersection of consecutive members by
eliminating the constant a between

f(p, a)=0 and "’—ﬂ%“—)ﬂ. ceveeeseseseesenns(IL)
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If two constants are involved, the conditions for contact with
some unknown surface at the point p are

v=avy, f(p; a,b0)=0,.ccceevieiinniniiin. (11L)

where » is the normal to the unknown surface and », the normal
to the surface of the family. The first equation, on elimination
of the unknown scalar z, is equivalent to two scalar equations,
and between these and the second we can eliminate ¢ and b, and
we obtain the differential equation of the touched surface as a
function of p and v, homogeneous in ».

When the family contains three parameters, we express that
the surfaces touch at two consecutive points, and we have

v=ay, ¢pdp=z¢dp+dz.y,=0, f(p; @, b, ¢)=0, Sidp=0. (1v.)

We can eliminate dp and replace the equations by

v=ay), Sv(p—x¢p,) v=0, f(p; a,b,¢c)=0;......... (v.)
and these equations are equivalent to five scalar equations from
which to eliminate z, a, b and c.

Observe that we find two directions dp for contact according
as we substitute one or other of the values of = given by the
scalar equation (v.) in the second equation (1v.)

It is not hard to see that each additional condition of successive
contact affords one additional scalar equation in z and the
constants. In fact if we attend merely to the new unknowns
d™p and d™z introduced in d™-'(¢dp—2z¢ydp+dry)=0 and
d™-Sudp =0, we see that they occur in the forms

d™p+(p—z¢,) v, . d™z+etc.=0, Srd™p+ete.=0;

and when we eliminate the vector d™p, the scalar d™z disappears

also by (v.). The preceding vector condition
d™-¥¢dp—wgdp+dav,) =0

serves to eliminate d™-'z, and so on. .

The conditions of contact at n—1 successive points serve to
eliminate the m constants, and the result is the differential
egua.tion of surfaces touched at each point by some one member
of the family in n—1 successive points. In particular, the
equation is the differential equation of envelopes of the family
obtained by replacing the n constants by arbitrary functions of
a single constant.

When the family of surfaces is given in terms of two para-

meters ¢ and p=n(t, w; a, 5,6 ..) e (VL)
we have v=zVy'y, dv=¢(y'di+ndu)=2dVyy+ Vy'ndz,....(v1L)
and on direct elimination of d¢, du and dz,

t Sy{gn =aV(n'n,+n'n)l¢n,~2V(nn,+17,)]=0....(vIIL)
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The next differentiation introduces d%, d2w and d%r, and these
being eliminated by an equation analogous to (VIIL) we use (VII.)
to get rid of d¢, du and dz.

Ex. 1. Prove that for the envelopes of a family of spheres,
+UvRR=p—x«,

where x is the vector to the centre of a sphere and R the corresponding
radius.

Bx. 2. The differential equation of envelopes of spheres of constant
radius whose centres lie on a curve on the surface fp=0 is f(p+ UvR)=0.

Ex. 3. The differential equation of the envelopes of spheres having their
centres on the ellipse p=a cos ¢+ Bsin¢ is

(Sapv)+(8Bpy)*=(Safv)’.
Ex. 4. Find the differential equation of developable surfaces,

Ex. 5. Show how to find the differential equation of the envelopes of a
surface carried parallel to itself.

[Take p=8+n(t, u).]
Ex. 6. Find the envelopes of a rotated surface.
[Take p=g.n(t, x).q"1]

ART. 98. A differential equation of the first order presents
itself in the form Flp, )=0, ceovriviiiiiininiiienennnnnn, (r)

homogeneous in ». For any variation of p and » subject to this
condition, d.F(p, v)=Svdp+Sudv=0,...c0ererernene.. (i)

where = and u are determinate functions of p and ». If the
equation has a solution, there must be some scalar function of

p: 80 that A.fp=nSKp, ceeveerrerrerrerrerrnan. (L)
and for any arbitrary differentials of p, if dn==Sqadp,
d'dfp=nSd'Wdp+ nSud'dp+ Sad’pSidp
=dd’fp =nSdwd’p +nSvdd’p + Sad pSid’p,
so that (compare Art. 91)
S(ndv—aSid’ p+1Sad’p)dp—nSd'pdv=0;......... (v.)

and this general relation must include (11.) as a particular case.
Hence for some differential d’p satisfying Syd’p=0, we must
have

2r=ndv+¥Sad’p, Tu=~=ndp,..c.c0oevnvrunnr. (v.)
and from this we have the equivalent of Charpit’s equations
do_ _Vudv SKdp=0. ...ererurerrmeererreeee( VL)

® Vor
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EXAMPLES TO CHAPTER X.
Ex. 1. Determine the equations of the oeculating circle and osculating
helix of a curve in terms of the vectors a, 8, ¥y and the scalars a, and ¢,

eonu&ngﬁ to the point of contact, and find the deviation of the curve
from ircle or helix.

Ex. 2 Show that the vector to a point on an ellipsoid may be expressed

in the form
p=acos¥+7s8in¥ where Tr=5§, SAr=0, TA=1,
the vectors A and a being constant but 7 being variable.

(a) A tangential vector is

dp=(—asin ¥+ 7 cos ¥) du + A7 sin uds,
and the equation of the tangent plane is
Svp=502SAa where v=V A7 (asin ¥ — T cos ¥).

Ex. 3. The differential equation of a geodesic on the quadric Spdp+1=0
is Sépdpdip=0.

(a) This equation, which expresses that dp and d?p are linearly
znnected, n;,ay by the aid of the differentials of the equation of the quadric

replaced by 2

dzp_dp_Sd_Pd;B.‘_‘#PS_dE’.’B:o;
dF o
and operating by 8¢dp an integrable relation,
Sdoddp a7 * g =%
is found which affords the integral
Sdpdp. pp?=C. dg*.

() The etrical interpretation is that PD is constant along the
geodesic, where P is the central perpendicular on the tangent plane and
where D is the diameter of the quadric parallel to the tangent to the
goodesic. (Compare Ex. 14, p. 287.)

Bx 4* A unicursal curve of order a is represented by an equation
of the form ( X, 1)

p= Ggy Gy Gy ... Gu i, ;
(ag ayy a3...aJ8 1
and in general this equation may be transformed into

p=BotIrglm,

and the curve may be described as the locus of the mean centre of corre-
sponding points on » homographically divided lines.
(a) The equation of the asymptotic tangent parallel to 3, is

P=B°+z’.b.—b,+.8"

Bx. 5. Find expressions for the curvature and torsion of a line of
curvature on a quadric in terms of the elliptic coordinates of Art. 84.

Bx. 6. The vectors p=0(t) to points on a curve are transformed by the
operation of a linear vector function ¢. Compare the curvature and torsion
at corresponding pointa.

®8ee Proc. R.1.A., 3rd Series, Vol iv., 1897,
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Ex. 7. (a) If a, 8, ¥y and 8 are vectors from a common origin to four
points A, B, ¢ and D, it is always ible to determine four scalars a, b, ¢
and d, so that aa+bB+cy+dé=0.

() If the sum of these scalars is zero, the four points lie in a plane.
(c) It is also possible to determine a second set of scalars so that
da '+ B 14"y 1+ d81=0.

(d) Jf the sum of this new set vanishes, the points lie on a sphere passing
through the origin.

(¢) The equation of this sphere may be written in the form
Sp~1(B-ly 14y lal +a-1B1)=8a" 181y
(f) If it is possible to determine a third set of scalars so that
dab sy By rash=o,
the four vectors are edges of the right circular cone
SUp(U.By+U.ya+U.aB)=SU.afBy.

(g) If the additional condition is im, that the sum of the scalars of
this third set vanishes, the four points lie on a surface whose equation may
be written S )‘pi=1’

A being a constant vector.
(%) Discuss briefly the nature of this surface. (Bishop Law’s Premium.)

Ex. 8. The differential equation of surfaces generated by lines of the
complex (Art. 36, Ex. 4, p. 4?)3
So, 7)=0

may be found by eliminating o and 7 between this eq{mtion and
o=Vpr, Svr=0, Sr¢r=0.
(a) For the linear complex S(ac + B7)=0, the equation is
S. Vv(Vap+B)$pVv(Vap+ B)=0.
(b) Lines common to the two linear complexes
S(ac+Pr)=0, S(yo+6r)=0,
generate the surfaces whose differential equation is
S.v(Vap+ B)(Vyp+8)=0.
(c) Find the differential equation of surfaces generated by lines of the

congruency :
f(o, 7)=0, S(ac+B7)=0.
Bx. 9. If the vector 3 is a given function of a variable unit vector a,
the equation V(p-B)a=0
represents a congruency of right lines.
(a) If d3=¢da determine the meaning of the several terms in the equation
¢da +rda+ adzr=Pada.

(0) A line of the congruency is intersected by consecutive lines at two
Jfocal points p=+xa where x 18 a root of the quadratic

Sa(p+2)1a=0, or Sa(2?+2xe+¥,)a—Sea?=0,
¢ being the spin-vector of ¢ and ¢, being the self-conjugate part.
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({2 The points of closest approach of consecutive rays to the ray p=[£+xa
lie between the extreme points determined by the condition that SUda¢Uda
may be a maximum, mgo the corresponding values of z are the roots of the
quadratic
Sa(¢o+2)1a=0, or Sa(z?+zxe+V¥y)a=0.

(d) The vectors of shortest distance at the extreme points between the
ray a and its consecutives are mutually perpendicular ; and if these shortest
vectors are parallel to the unit vectors a’ and a, the extreme points are

determined by 7=Saga, and r,=Sd'¢d.
, (e) If the vectors a, a’ and a, are in positive order of rotation so that
aa,=a, Sa'¢pa,= —Sa,Ppa’= - Sea ;
and if the shortest vector at the point corresponding to x makes the angle »
with a’ so that . Uada=d'cosu+a,sinu,
the scalars x and P are connected with 2’ and z, by the relations,
r=2'cosdu+2,8inty, P=Sea+(z,—2")sinucos.
. Bx. 10. A circle may be represented by means of a pair of vectors (x, A)
since its equations may be thrown into the form
T(p—«)=TA, SA(p—«)=0;
and an equation such as f(x, A)=0,
where f is a general function, may be regarded as representing a family of
circles.
(a) In like manner an equation such as
" f(a, B, v)=0 where Saf8=0
represents a family of conics, y being the vector to the centre of one of the
conics and a and f3 being its principal vector radii. (Compare Ex. 11, p. 103.)

Ex. 11. The general surface generated by a variable circle (x, A) may be
represented by
p=k+Ar where SAr=0, Tr=1,
the vectors x and A being functions of a single parameter and the auxiliary
vector T being arbitrary so far as the conditions allow.
(a) If P is a scalar analogous to the parameter of distribution of a ruled
surface, dr vdA—dx
. P—=dx+d.Ar. Hencedr=",;-- |,
T Pr—A

and because Sdr=0, Srdr=0, we find
p=S@x—Td)A_S(dA+7di)A
Srdx T T Srdd T

(b) These expressions for /’ lead to four values of the vector = which
determine points at which neighbouring elements of successive circles
approach most closely or are most widely separated.

(c) 1f successive circles intersect in one point
T(VAAASAAA + VdxASdxA)=T. ASAdAdx
and the vector to the point of intersection is

__ VAAASAAA + VdAkASdkA
p=x= SAdAdx
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(d) If successive circles intersect in two points, the vector just found
becomes indeterminate, and

VAAASAAA + VdxkASdkA=0;

and when this condition is satisfied, the surface may be generated by the
motion of the sphere,
SAdA Sadasyt
T(p-c+Agage) =T (1+ 33g0)
(¢) In the general case, the equation of a normal to the surface is
V.(p—-x-A7)Vr(dc+VdA.7)=0;

and when this is expanded we obtain two scalar equations which combined
with the equations of condition enable us to eliminate 7, so that we find the
equation of the surface generated by the normals along the circle (x, A) to be

8(p- x)dx — SAdA + S(pdA - xdA - dxA) UV (p— k) A=0.

This surface is of the fourth order, and normals at the extremities of
diameters of the circle intersect in a nodal conic.



CHAPTER XL
STATICS.

ArT. 99. If a is the vector to the point of application of a
force which is represented in magnitngg‘ and direction by the
vector 3, the moment of the force with respect to the orgi is
VaB—the vector area of the parallelogram determined
and B; and the moment about the extremity of the vector
V(a—y)B. The force may be replaced by an equal force gat
the ongin, and a couple VaB; or by an equal force 8 at the
extremity of the vector y and a couple V(a—7y)8.

For any number of forces, the quaternion quotient of the
resultant vector moment at the origin by the resultant force is
(Elements, Art. 416 (11))

§éf—gé.-.p+z:x where p=Sq, ©»=Vgq; ......... (L)
and because IVaf=pIB+0TR=pIB+VpZB, ..............(1L)
if p is the vector to any point on the line represented by

VpIB=0ZB=(ZP)-1V.ZBZVaf,....c..c...... (L)

we may replace the system of forces by a force 28 acting along
the line (1L) and by a couple pZ8 having its axis parallel to
that line. This is the reduction to Poinsot’s central axis.

The system of forces constitute a wrench upon a screw ;* the
scalar p, which is independent of the origin, is t.he t.ﬁntd‘ of the
screw, and the vector @ is the perpendicular from the origin on
the axis of the screw—Poinsot’s central axis.

If the resultant reduces to a single force, p is zero or
SZVaf(ZB)1=0; and if they reduce to a couple Z8=0 and p
is infinite. If the forces equilibrate

ZB=0, ZVaB=0. ...ccccecvcerurrrncceeo(IV.)
#8ir Robert 8. Ball, Treatise on the Theory of Screws, Cambridge, 1900.
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Hamilton uses a second quaternion

Q=%§=%B+q=p+y, ................ eV

and the scalar of this quaternion is the pitch while the vector
terminates at a point which is independent of the origin—the
Hamiltonian centre of the system of forces. This point is
evidently situated on the central axis (I11.).

The quaternion af is called by Hamilton the quaternion
moment of the force fB with respect to the origin. Its vector
part is the moment of the force and its scalar part is minus the
virial. We shall write for any number of forces

ZaB=u+m", ZB=A, cicviiiiiiininnnnn (VL)
so that we have

p=VZaB=prA+@\, y="+m'A\"}, ...l (viL)

where u is the resultant vector moment at the origin and where
m” is minus the resultant virial at the same point. The plane
of mo wvirial is represented by

SZ(a—p)B=0 or Spr=m"; ....cc......(VIIL)

and Hamilton’s centre is obviously the intersection of this plane
and the central axis.

Ex. 1. Vectors (a) are drawn from a variable origin to the points of
application of forces (3). The equation
3ZVaf3=0
implies equilibrium.
[1f the vectors o, are drawn from a fized origin to the points of appli-
cation, we must have separately S3=0, £VaB=0 (Elements, Art. 416).

Ex. 2. Forces act at the vertices of a triangle, in its plane and pro-
portional and perpendicular to the opposite sides. Prove tﬁat they are in
equilibrium.

If a, B and y are the vectors from a variable origin, the forces are
v(B-7) v(y-a), v(a— B) where v is a vector perpendicular to the plane of
the triangle. e moment formed as in the last example vanishes identically
because VavB=Vfva, etc.]

Bx. 3. The conditions of equilibrium of a rigid body may be expressed
by the equation =88da=0,
which contains the principle of virtual velocities (Elements, Art. 416 (17)).
For any possible small displacement of the body da=8+ Vwa where &
and w are arbitrary. Hence Z8=0, £Vaf3=0.]

Ex. 4. The moment of the force AB about the line cp is six times the
volume of the tetrahedron aAncp divided by the number of units of length
in cp.

[The vector moment at the point ¢ is V.ca. AB and the component along
cpis —S(Ucp.V.ca.aB)=~8.cp.ca.asT.cp™L]
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Ex. 5. A force of unit intensity acts along the line V(p—a)B=0. Its
moment about the line V(p—a’)B8'=0is —S(a-a)UBR"

! Bx. 6. If three forces are in equilibrium, they must be in the same
plane.

[Operate on the oondxt,lon V(p—a)B+V(p— a.’),B' +V a)3"’=0 by
8(p — a) and put p=a’ where we find 8(a’'-a)(a’- a”)3"=0 (P

Ex. 7. If four forces are in equilibrium, their lines of action are
generators of a hyperboloid.

[One method of proof (Chap. VIIL, Ex. 10, p. 103) is to express the four
vector moments Va,f3,, etc., in terms of the four forces by means of a linear
vector functlon so that Va,B,_¢B.+m The vector w is zero because

,é =0, and therefore the equation of & line of action is
p= qS B."+xB,. (See Art. 79, p. 116.)]

Ex. 8. Resolve a wrench into forces along the edges of a tetrahedron
ABCD.

[If p is the moment and A the force of the given wrench at the fixed
origin of vectors o, the moutent at the point p is

p—=V.0oP.A=2¢,5V.PA. AB

where ¢, otc., are scalars proportional to the forces along the edges. Take
the point P at D, and

p=V.0oD.A=ts. V.DA.AB+¢pcV.DB.BC+cAV . DC. CA
serves to determine three of the unknown scalars. Operate by S.pc and
tap.S.DA.DB.DC=S(n - V.0D.A)DC, or £48.(ABCD)=S.cp.pn+S.0c.0p.A.]

ART. 100. To reduce a system of forces to two forces, let
u and A be the resultant couple at the origin and the resultant
force of the system, and assume

,4=Va/3+Va'ﬁ', )\=B+ﬁ’, .................... (1)

where 3 and B are the two forces and a and a' the vectors to
their points of application. Hence

B=x=8, u=V(a—da)B+VaA; ...cece.ee...(1L)

and from the form of the second equation, it is obvious that if
two of the unknown vectors a, a',g are suitably assumed, the
third may be regarded as the vector to a point on a determinate
line. But a condition must be satisfied, for on operating in turn
by S(A—B) and S(a—a") we have

S(A—=B)u=SAaB and S(a—a)u=Sad}, ........(IIL)

so that if any one of the three unknown vectors is assumed
(say a) the other two ma?7 be regarded as terminating on

hymte planes. Suitably selecting elther B or a’ in accordance
w1th (111.) (which is a consequence of (I1.)), the remaining vector
is constrained by (I1.) to terminate on a line.

Ex. 1. A rigid body is acted on by any number of forces. It is required
to equilibrate the y by two forces whose points of application are
situated on given lines.
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[If £ and & are the required forces and V(p—a)B=0, V(p—a’)8'=0 the
equations of the given lines, we have
A+E+E=0, p+V(at+zB)E+V(a+2B)E =0,
where x and z’ are scalars. Hence
S(a—a'+zB-2B)p—S(a+2B)(a’+2/3)A=0,
and this equation of condition establishes a homography connecting the
points of application.]

Ex. 2. A framework is composed of rods jointed by smooth hinges.
Three of the rods, A,a,, A,A; and A a5 terminate at a point A, and are acted
on by given wrenches. termine the reactions at the joints; it being
sup that the three rods are not coplanar.

[Let (ptmm Amn) represent the wrench applied to the rod Ama,, the origin
of vectors being taken as base-point, and let 8, be the reaction of the joint
on the rod at the point A,.. For equilibrium of the rod a,,

pa=Vprg+V(a—p)Ba+V(a,—p)Biy=0,
and putting p=a,, this gives
sy —Vaydy+V(a,~a)) By =0,
or, for some scalar z,,,
Bu=(py— VoA +24)(a,—a)™

For equilibrium of the joint a,, we have B, + B3+ B =0, or

Z3(pan = VanAga)(og = o) = = 2240 (0 — @n) !
and from this vector equation the three scalars z,, can be found.]

Ex. 3. A rigid body is in equilibrium under the action of an impressed
system of forces (i, A) and the tensions of two strings A'a and 8’8 attached to

ints A’ and B’ in the body and to fixed points Ao and B. Show that the
orces exerted by the strings on the body are represented by

2(a-a)=LEABHE (g gy ekt

where z, y and ¢ are scalars which may be determined by expressing that
the leniths of the lines a’A, ¥'8, A’8’ and AB are given, and where a, 3, a’ and
[ are the vectors from the base-points to the points A, B, A’ and ¥.

(a) What condition is implied in these equations ?

(b) If a, b, c and d are the tensors of the vectors A’A, B'B, A’B’ and AB,
respectively, show that the scalar ¢ satisfies the equation

c=T{aU(u+AB+¢)+bU(n+ Aa+t)+d}.

ART. 101. The resultant quaternion moment (Art. 99 (vL))
for an arbitrary base-point (the origin of the vectors a) of a
system of forces (8) acting at points fixed in a rigid body is the
first quaternion invariant of the linear vector function

Dp=2aSBp, crererriniiiiiiiiiiennn, (L)
the first scalar invariant of this function being minus the
resultant virial (m”=ZXSaB), and double the spin-vector being
the resultant vector moment (u=ZXVap). :

#That is the invariant —¢i.i—¢j.j—gk.k Compare Art. 67, Ex. 7, p. 97.
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If the forces receive a common conical rotation round their
points of application so that each vector B is replaced by ¢B8g-?,
the function ¢p changes into ¢(g-'pg); and if the body is
rotated so that « becomes gaq-!, the function becomes g(¢pp)q->.
The results of Art. 70 show that there are four rotations
applicable either to the body or to the forces which render the
function self-conjugate;* and in this case the resultant is a
single force passing through the origin. These four positions
of the body relative to the forces are called the initial positions.

If \(=Z8)=0, the resultant is a couple for all relative
positions. If the forces are in astatic equﬁibrium, the couple
(a8 well as the resultant force) must vanish for all rotations; but
this can only happen when the function ¢ vanishes identically
because a function such as g(¢p)g-! cannot be self-conjugate for
all quaternions q. Thus the necessary and sufficient conditions
for astatic equilibrium are

=0, A=0; (oo (1)

and these are equivalent to twelve scalar relations connecting
the forces and the points of application.
In general reduction of the function ¢ to a trinomial form

P ="1SA1p+¥sONep+YsSAp, A HAgH A=A, ..ot (11L)
in which A, and A, are arbitrarily assumed, corresponds to the
reduction of the slzstem of forces to three forces A,, A, and A,
astatically equivalent to the given system; and it is easy to
see that the points of application of these forces, the extremities
of the vectors y,=@VAAs:SA A\, ete., are fixed relatively to
the body and lie in the central plane

SpYyA=m or Spg A=l ...cccocuuennn(IVY)
Reduction of the function to the standard form of Art. 70 gives
a particularly simple set of equivalent forces or couples.

e vector ¢\ is obviously fixed in the body,and when the
origin is transferred to the extremity of the vector ¢.A-! the
linear function (which we continue to denote by g) corresponding
to this special origin—the astatic centre—satisfies the condition

PA=0. oot i (v.)

As one root of ¢ is now zero, the function is reducible to the
binomial form, and the auxiliary v function is of the type

YP=ASKP «rvernirinireiiniiiieeneaes (VL)

where « is a vector fixed in the body. The equation of the
central plane is now Sxp=0.

%* These are the rotations which convert ¢/, ) ¥ of the article cited into
+4, +j, +k; +3, -5, -k; -4, +5, -k; or -3, -5, +k Compare the foot-
note to the article cited.
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In addition to the equations (v.) and (v1.) we have
PA=VAp and Pu=¢n=Vid; .cccccierrccrnnenne. (vIL.)

the first is obvious because p is double the spin-vector and the second follows
from Art. 68 because — ¢pu is double the spin-vector of Y. These relations
coupled with the expression

for the moment in terms of the pitch p and the vector 7 from the astatic
centre to a point on the central axis of the forces in any position enable us
to deduce all the theorems of astatics. We first remark that the function $¢'
18 fized relatively to the body (or to the vectors a) and that the function ¢'¢p is
Sixed relatively to the vectors 3 (or to the directions of the forces).

In order to determine the arrangement of the central axes relatively to
the forces, operate on (viiL.) by the function ¢, and by (vi1.) we find

BVNA=VKA, coverrrirerererenesaesesesesasns (1x.)
8o that TpVnA=TVkA or SVyAd'dpVaA=(VEAR; ccccevrrerenn. (x.)

and therefore relatively to the forces the central azes compose a coaxial family
of similar elliptic cylinders whose linear dimensions are proportional to the
cosine of the inclination (TV Ux)\? of the central plane to the axes whose
direction (UA) is of course fixed relatively to the forces.

The arrangement of the central axes in the body is determined by the

equation
) PA=VAVyA ...... enersrerenssanananranareaasas (x1.)
obtained by operating on (viiL) by VA and attending to (vir.). Taking the
tensor
TVyA=T¢UA=/(-SUAPPUA);eceererrrrrrrrennenss (xin)

and the locus of central axes having a given direction UM relatively to the body
i a right circular cylinder whose radius is the reciprocal of the parallel
radius of the elliptic cylinder .

Te'p=TA or Spdpdp=A% ...ccccciiivcirranennes (x111.)

To each generator of a cylinder (x.) corresponds one of the cylinders (xi1.)
which is traced out by that generator when the forces are rotated round the
vector A. In terms of the vectors o and 7 of Art. 36, Ex. 4 (7||A), we may

replace (x11.) by
P TATe=TP'T, ceeerrrnniiiircrinrecrennncsnases (x1v.)

and this equation refresents a complex of the second order—the assemblage
of lines in the body which become central axes by suitable rotation of the forces.

We shall now determine the pitch corresponding to each central axis.
Operating by ¢’ on (vi11.) we have by (vi1.)

PPA+PVNA=VKA, civiiiieriiininnnierinenne. (xv.)
and operating on this by S¢’A or SVAu or SVAVyA we deduce
PTHA—SAPP VA =TAIBKkNA. .coeereveeirinranna (xvL)

This equation gives p in terms of the vectors determining the central
axes. Again we obtain an equivalent expression by taking the tensor of
(xv.), and on replacing A by  and VyA by o the result is

PTe'r2-208r¢d'o+TPdo?=TVkri. .................. (xvi1.)

This represents a complex of the second order and the lines common to

the complex (x1v.) compose a congruency of the fourth order and the fourth
J.Q. L
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class—the assemblage of lines in the hody whick become arvs or sereics of gicen
Putch for suitable rotation of the forces.*

Since (xv1.) is linear in 7, it represents a plane when the direction of A
is given which cuts the cylinder (x11.) in two axes corresponding to the
given pitch. The plane touches the cylinder if

PTHPATA = = TVA(PPA+&TA,.....cueeennnnneee. (xvIIL.)
and this relation determines the limiting values of the pitch for a given
direction TA.

The function ¢y corresponding to an arbitrary base-point —the extremity

of the vector n—is B G (xrx.)
because ¢p is of the form ZaS8p. The function ¢yéy for this base-point is
Dxdnp=dPp—TA. pSnpseceeenneinniinaen (xx.)

and supposing »? to be a latent root and a to be a unit vector along the
mpond.i.ng ax}’.l, it appears on inversion of the function ¢¢’— «* that the
latent roots (u?, w2, ¥®) of Pydy’ are parameters of the q ics of the con-
focal system (fixed in the body)

Sp(pd’ —uB) IPTA =1 ..ccaenririeeennnnessd (xx1.)

which pass through the extremity of 7, and that the axes (q, @, a”) of the
function are the normals to these confocals. Reduction of ¢, to the
standard form of Art. 50 gives

p=uaSBp+wa'SEp+u'a’S{p........ oremanna (xxI1.)

where the unit vectors B are likewise mutually perpendicular so that the
stem of forces may be x?laced by A acting at the extremity of n and by
ree couples (such as that due to the unit force + 3 acting at the extremity
of n+4ua and — B acting at the extremity of 7 — 4 va) whoee arms (va, w'a’,
"a”) are mutually perpendicular as well as the forces (3, £, 7).
e parameters of the confocals (xx1.) touched by an arbitrary line (0. 7)
are the roots of the quadratic equation (Art. 83, Ex. 2, p. 124).

St{Vy — (M — )+ ut} 74 8o (Ppd — w7 . TA2=0

where M~ is the first invariant of ¢¢’, obeerving that in general the
¥ function of ¢¢’ is Y¥'¥ ; or of the equation

WT72 — w2 (M"Tr2 — Tg'r2+ To TAD) + Tyr2 + T$ o TAT =0 ; ... (XxX11L.)

and when the line belongs to the eomglex of central axes (x1v.) the equation
reduces by (xvi1.) without much trouble to

W= Mt + M= PTET 14 2pST 19 ... (xxrv.)

where X'(=Tx*TA?) is the second invariant of ¢¢’ or the first of ¥'¥. This
shows that the central axes touch confocals having the sum of their meters
constant and equal to ¥~ ; and in particular we have Minding’s m for
p=0 that the lines of action of single force resultants intersect the focal comics
of the system (xx1.) since the eters of the touched confocals are in this
case the finite latent roots of ¢¢’ and the focal conics obviously correspond
to these parameters. The theorem respecting the constant sum of para-

# The former equation (XvL) in terms of r and ¢ is
pT¢'r - Sreg's =TATrS«s ;
and on rationalization this is seen to represent a complex of the foarth order, and
Elt:n:ybolhownthnmpled with (x1v.) it reduces to (xviL ) affected by the factor
»'r.
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meters is otherwise deducible from Art. 83, Ex. 3, for the cone of lines of
the complex (xiv.) through the extremity of the vector 7 is expressible in

the form St(¢p¢’' — Tn?TAT - nTAL. Sn)T=0. .......... weeerens(XXV.)

Moreover (Art. 83 (x.)) this is the reciprocal of the tangent cone to the
confocal (xx1.) whose parameter is u?=T7»*TA?. According as the tangent
cone becomes more and more obtuse by variation of the vector n and finally
becomes a tangent plane, the reciprocal cone becomes more and more acute -
and ﬁnallﬁ coincides with the normal to the quadric, and the locus of such

points is the surface
Sn(pd’ = THITA)ITAI=1. .cceveirrneeriinnened (xxvL)

This surface is a quartic analogous to Fresnel’s wave-surface, and its
equation may be reduced to the form

_TVkn__ TVky _ Tx (xxviL)
Tgn ~TF . -V~ TEU . x W~ .

remembering that ¢’x=0. In this form it is apparent that the surface
consists of a system of circles concentric with the astatic centre, coplanar
with the vector x and of radius proportional to that of the elliptic cylinder
(x111.) which is parallel to the rad?us in the central plane. For points inside
this surface the cones of axes are imaginary.

The boundary of the region containing the feet of central perpendiculars
on the axes has been investigated by Tait (Quaternions, Art. 403).

Expressing that Ty is a maximum when Uy is given and when t is
subject to the conditions (xxv.)

Syr=0, St(¢pd’—Tyn*TA})T=0,
the equation of the boundary is found to be
Sn(PpP =T’ TAN) 1m0 juuieeerencrcasseceensnsss(XXVIIL)

and this represents a surface of the sixth order analogous to the inverse
of a Fresnel's wave-surface, and on expansion it affords a quadratic in Ty?
corresponding to any given value of Uz whose roots are the limiting values
of the squares of the perpendiculars.

Ty

Ex. If vectors are drawn in the body from an arbitrary base-point to
represent the resultant moment, the locus of their extremities is an ellipse
when the forces receive all‘})ossible rotations about a given axis.*

[Here p=VZagBg'=VZa(l+t)B(1+t)"! where ¢ is the tangent of
half the angle of rotation and where ¢ is a unit vector along the axis of
rotation, and the form of this equation establishes the theorem.

ART. 102. The resultant of any system of forces has been
reduced in Art. 99 to a wrench which may be denoted by the
symbol (u, A) where

B=PA+ VoA (iiinininiiiiniincnnenen(L)

is the resultant moment with respect to the origin, where p is
the pitch, where 5 is the vector to any point on the axis and
where A is the resultant force. The wrench (tu, t\), where ¢ is
any scalar, has by (1.) the same pitch and the same axis as (u, A).
It is therefore said to be a wrench on the same screw as (u, A)
and it may be denoted by ¢(u, A). The intensity of a wrench is

*See Joly, Trans. R.I.A., Vol. xxxii., pp. 218 e¢ seq.
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the magnitude of a resultant force (TA), and the wrench (tu, tA)
has t-fl:)%:il the intensity of (u, A).

It is often necessary to compound wrenches situated upon
different screws, and we shall investigate the simplest expression
for the wrench

(s N) =2, (g, Ap)+Ee(tgr Ng)+23(ptgs Ag) wevvvnnnnnns (1)

which is the resultant of three wrenches of arbitrary intensity
situated upon three given screws.* Introducin% a linear vector

function ¢ determined by the three conditions (Ex. 9, p. 103)
BI=0OA, BMe=@Ay Mg=PAg ceeeeiiieiiinnnnn, (1)
we have pu=¢r if u=Ztu, and A=ZTtA;; ..o (IV)

and thus (¢A, A), in which A is arbitrary, is the general expression
Jor a wrench that can be compounded from wrenches on three
giver. screws, or conversely, that can be resolved into wrenches
on the given screws.

To reduce the problem to its simplest form, let ¢ be the spin-
vector of ¢ and let ¢, be the self-conjugate part; then

u=VeA+pA=VeA —aiSi\ —biSA — ckSkx ......... (v.)

where a, b and ¢ are the roots of ¢, and where ¢, j and k
are the corres;)onding axes. Thus the wrench (u, A\) may be
compounded from the wrenches (Vei+ai, 1), (Vg+b, J),
(Veé)-(l)-ck, k), situated on screws whose axes 1, j and k are
mutually rectangular and which intersect at the extremity of
the vector e. The corresponding pitches are of course a, b and ¢;
the latent roots of the seff(-)conjugate part of the function ¢.

The pitch of the wrench (¢A, A) and the vector perpendicular
on its axis are respectively (Art. 99)

P=SpA. A", m=VoA. A7 (i (VL)

thus p is the reciprocal of the square of the radius of a quadric
and the vector @ terminates on the surface represented by

fo]
SVY{;E;'*'I:O’ ........................ (viL)
because Voig'w | A and therefore m=V¢Vop'm(Vogp'm)-!; and
this surface is a quartic with three intersecting double lines—
the axes of ¢". (Steiner’s quartic surface.)

When the origin is taken at the extremity of the vector e, the
function ¢ is self-conjugate. This point is the centre of the
three-system of screws. fn terms of the pitch p and the vector
from the centre to any point on the axis of a screw of the

system, B=PA+VRA=gA=¢A, ceevrrrniirnnnnnns (viIL)
* See Joly, Trans. R.I.A., Vol. xxx., Part xvi., and Vol. xxxii., Part viii.
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so that X is an axis and p the corresponding root of the function
¢p—Vnp. The latent cubic of this function is (Art. 68, p. 98)

Sn(¢p—p)p=m—pm'4+p*m" —p3; ..............(IX.)
and as 5 varies, this represents a quadric surface—one set of
generators consisting of the axes of screws of given pitch which
belong to the three-system. Three axes pass through an
arbitrary point, and the sum of the corresponding pitches is
constant and equal to the first invariant of . Two axes lie in
an arbitrary plane San+1=0; their directions (compare (VL))
are determined by

SaA=0, SagAA"14+1=0, .ceccoeevrmrinnnnnns (x.)
and the corresponding pitches are the roots of
Sa(Y—px+pa=1 .cccoeerrviiiriannnnns (x1.)

which is the condition that the plane should touch a quadric (1x.).

In order to reduce to a canonical form the two-system of
wrenches ¢compounded from two given wrenches (u,, A,) and
(ug Ag), we assume in conformity with the foregoing a function
¢ which satisfies the relations

A =pp, PAg=py OVAA=VeVA Aq.erunnenn. (X11.)
where ¢ is the spin-vector of ¢. The function (¢ — Ve)p will then
be self-conjugate and will have a zero root, VA\, being the
corresponding axis, and it will be expressible in the form
—aiSip—bjSjp. We have (Art. 27, p. 25)

#p= SN (VA A) "o — SN (VAA,) "o

+VeVAAS(VAA) p, cevvennee (X11L)

and the spin-vector is deducible from the relation

2€ = V { (#lxz - %xl)(vxlxz) —l} + Vevxlxg(vxlxz)-l-
Operating by SVA A, we find

. 2S5eVA A =S (A —#oAy)
which gives
e=V{(uAs = A1) (VA "1} = 1 (VAN 1S (g — Ay}

Taking the origin at the extremity of the vector ¢, a wrench
of unit intensity compounded from the two wrenches is deter-
mined by
= pr=at cos u+bj sin u=p(i cos u+j sin u)+ V(i cosu+jsinu),
A=1COBUFHFTSINU; cvrrrnniriniiiniirnenriirieerenetnensieneennee (x1v.)

whence the vector equation of the cylindroid—the locus of the
central axes, and the equation for the pitch are

n=(b—a)k sin w cos u+ (i cos u+jsinw), p=a cos*u+bsin’y
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where « is the angle the axis makes with the vector 7. The
scalar equation of the cylindroid is found on elimination of =

to be . TVEn2Skn=(@—b)SinSjn..cereeeerrrernnn. (XV.)

To show that in general « wrench may be resolved in one and
only one way into components on six given screws, or to reduce
any pair of vectors u and A to the forms

6 6
TED X ATHRED LD 3 ) S e (xv1)
1 1

where the vectors u, ... us and A, ... A4 are given, we assume in
the first place

mm=¢An (n=1,2,3); pu=¢As, (n=4,5,6);...(XvIL)
and writing A+ A+ As=T), A A HIA=Ty ...(XVIIL)
we have r=¢T1+ Ty A=T1+Ty;
or  T=($1— o) N (u—9A), Ts=(Ps— ) =) ...... (X1x.)

Thus the vectors r, and T, are generally determinate and the

. scalars ¢ follow from (Xviir).

. Bx.. 1. The locus of feet of perpendiculars from any point on the
generators of a cylindroid is an ellipse.

[This is evident from the form of the equation (see Ex. 7, p. 64)

T=V (i +etp)(A +tA)™L]

Bx. 2. Find the locus of intersection of screws of the three-system
p=¢A whose axes are coplanar with the origin.

[(If p=dpA=pA+VyA, p'=¢dpX'=p'A+Vn\' the axes intersect in 7.
Hence (¢— V9 —Pp)(¢>— 7 —p’) destroys every vector coplanar with A and
A’ and in particular it destroys  if SyAA’=0. Eliminating p and p’ from
(p=Vn—p)(p-Vn—p)n=0 we have the equation of the locus which may
be written in the form

s ¥ _1-0
Vingn
which should be compared with (vir.).]

ART. 103. To give an example of ap};}yin quaternions to a
problem in statics, consider the case of a chain lying on a smooth
surface and acted on by any force. Let £ be the force per unit
mass, » the normal reaction per unit length, w the mass of the
chain per unit length, and P the tension of the chain.

For equilibrium of an infinitesimal element at the extremity

of p, :
d(PUdp)+wfTdp+yTdp=0, Sidp=0, ............ (L)

the pull back at p being — PUdp and the pull forward at p+dp
being +PUdp+d(PUdp). When the length of the chain 1s
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taken as the independent variable (Art. 85, p. 133), this may be
written

P.p"+Pp'+wé+v=0, Sp’p"=0, Syp’'=0; ........(IL)
and in virtue of the conditions it separates into
P, p”+'w,)"le'f+v= 0, P’—wap’=0, ......... (111.)

remembering that Tp'=1 so that S£p’-1= —S¢p’.
In certain cases the second of these equations can be integrated,
and as it may be written
dP—wSgdp=0; P—[wSgdp=const.=P,......... (1v)
is the integral in question, P, being a constant.
The first equation gives the reaction
Ty?=PTp"— 2PwS{p" + wT(VEP' ) wevnnnnnnnn (v.)
and shows that Pp”+wp’'-'Vp’¢ is normal to the surface, or that
Pp'p"+wVp'¢ is tangential. On elimination of the reaction (Tv),
.PVp”Uv+ Wp'Sp" lf Uv=0; ccooevvrrreennee. (VI.)

and the tension into the curvature into the cosine of the angle
between the osculating and tangent planes is equal to the
tangential component of the applied force per unit length which
is at right angles to the tangent to the chain.



CHAPTER XII.
FINITE DISPLACEMENTS.

ARrT. 104 To transfer a body from one position to another
we may commence by rotating it until lines drawn in it receive
their 1 directions. A translation without rotation which
brings any point into its final position will complete the trans-
ference. In quaternions® if @ 1s the vector from a fixed point
to any point in the body, the rotation changes the vectors to
points in the body into gmg-?, and a translation + added to this

gives P=THITG™ ceerriiiiriiiiiniinennn (L)

for the relation between vectors @ drawn to points in the initial
position of the body, and vectors p drawn from the same origin
to the same points in their final position.

This relation may be thrown into many various forms; for

example p=T+q@—€)q"Y, T=T+qeg ! urerrrrenn. (1)

shows that if the rotation were made about the extremity of the
vector ¢, the successive translation must be 7'; or we may first
suppose & translation (—e) effected, then the rotation about the
origin and then the translation 7".

Successive displacements are compounded according to the

relations, p=T+g19 4+ ¢qBG g i, (11L.)
if p=T+goq Y, p=7+qp'q¢"";
and the order is all important for

P, =TH+eTq ' +9e'BG1g7! i, @av.)
if p/=T+q0d, p=T4+9p/q7";
and this vector p, is not equal to p. Even the rotations are

different unless gq’=gq’q, that is unless ¢ and ¢’ are coplanar;
and the conditions that the order should be immaterial are

V(@VE). ¢ '=V(*V9).q""; 9¢'=¢q cereureeneen (v.)
* The remarks in Art. 21 should be compared with this.
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Small displacements are commutative in order of application.
This is merely a particular case of a general theorem. Let any
uantity « be changed by one operation into a+f,(a) where
}(a) is small, and into a +f,(a) by another Of)eration, fs(a) being
also small. Then to the second order of small quantities,

a+fi(a)+f(a+fi(a)) =a+fi(a)+fy(w)
=a+fya)+fi(a+f(@))....... (vL)

The simplest view of a displacement is as a twist about a
screw, that is a rotation about a line coupled with a proportionate
translation along the line. If 5 is the vector to any point on the
line, and PUVq the translation along the line, we have to
identify

74+ 95q =+ PUVqg+q(@—n)q", ceevvnennenn (vir)
so that
T=n—qng '+ PUVg=(ng—gqn)q~'+ UVq
=2V(sVq).q '+ PUVyq,

and as it immediately appears that the first vector on the right
is at right angles to \? , we find on resolving T along and
perpendicular to Vg,

T _ T .
2V.))Vq—V'v-—‘q.Vq.q, P—SU—V—q, .......... (VI".)

and of these the first is the equation of the locus of the extremity
of the vector »5, or of the axis of the screw. The ratio of P to
the angle of the rotation, or P:2.gq, is the ratio of the pitch (p)
to a whole revolution ; and the pitch is therefore

™ T
p:L—q.SU——Vq .......................... (IX.)

ART. 105. Continuing to employ the same notation as in the
last article, let us suppose that g and + are functions of a variable
parameter, the time ¢ for example, and we shall have

dp=dr+Vo(p—7)dt where wdt=2Vdgq~!,
dp=dr+q(Vim)q-'dt where ([dt=2Vq-idg.........(L)
To prove these relations observe that
dp=dr+dq.mg '+gw.dg-?
=dr+dgq-'.qwg 1—qmq-t.dgq! ............. (1)

remembering the e%]};‘);'ession for the differential of the reciprocal
of a quaternion. is leads at once to the first relation since
g)}\l—)\p=2V.Vp)\ if p is any quaternion and A any vector.

e second relation is proved in quite an analogous manner.
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The vector = is the vector from the fixed origin of vectors p to
the variable origin of vectors @, and its derived with respect to
the time is the velocity of that origin. The velocity of the
extremity of the vector p is compounded of this velocity together
with the velocity Vw(p—=) which is at right angles to » and to
p—7 and equal to the tensor of » into the perpendicular from
the extremity of p—~ on w (the two vectors » and p— T being
supposed to have a common origin). In fact the vector w
represents in magnitude and direction the angular velocity of
the body.
Using fluxional notation for the velocities, we may write

" p=7+Vo(p—1)=0Sw 17+ Vo(p— 7+ Vo~ 4+ —2w), ...(1IL)

thus analysing the instantaneous motion of the body into a
rotation round a line coupled with a proportionate velocity of
translation along the line; or, in Sir Robert Ball’s phraseology,
we have determined the instantaneous twist-velocity about the
instantaneous screw ; the expressions

n=7=Vo lir+ze, p=Se T ...cccecooe.... (1v.)

being the equation of the line or axis of instantaneous motion
and the pitch of the instantaneous screw. (Compare Art. 99.)

When the equation of this axis is referred to the moving
origin we may write it in the form

g '(n—7)g==Vi"'g g+ ai=y" because w=qg?, ...(V.)

for w=2Vqq-'=2Vq(q-'9)q '=29(Vq~'Q)g'=qg* by (L).
The line n’'= — Vi-1¢g-14+q+a: being supposed drawn in the body,
the motion of the ({)ody brings it into coincidence at the proper
instant with the instantaneous axis at the time {. Also the
rotation converts ( into the angular velocity vector w at the
time ¢. Thus in dealing with the body itself it is convenient to
use the vectors « and ®, and in considering the motion of the
body with regard to external objects, the vectors » and p are
preferably employed.

Let us no longer suppose the vector @ to be constant as in (11.).
Then if the vectors p and @ are still connected by the first
equation of the last article, we shall have instead of the first
equation of the present article

p=1+Vo(p=71)+95q-?, p=++q(Vw+o)q-?; ...(VL)
and more particularly when the vector + is constantly zero,
p=Vuop+qiq-!, p=q@+Vid)q-l, if p=qwmq-!;..(vIL)
and still more particularly
wo=qiq-! because w=qq"!, Vow=0, Vu=0....(VIL)



ART. 105.] RELATIVE MOTION. MOVING AXES. 171

What we really do here is to compare the velocities of a point
moving arbitrarily with respect to fixed objects and with respect
to the moving body. The vector &5 represents the velocity of the
point relatively to the body, while p 1s its velocity relatively to
fixed objects. Sometimes a notation such as

aét—p)=qf5q"; p= pr-l-a—(ﬂ); where p=qmg-!..... (1X.)
may be employed—but it is not very explicit—to denote the
variation of p arising from causes independent of the rotation;
and in this notation we may replace (VIIL) by

42

which expresses that the rate of change of the angular velocity .
is‘indesendent of the rotation. We may for example suppose
1, J and k to be fixed relatively to the vectors @, and a=¢qiq-?,
B=qjq"}, y=qkq-! to be unit vectors derived from these by the
rotation. In this case if p=ax+By+yz, the derived 5 takes
account of the variations of a, 8 and vy as well as of «, y and z,
%
ot
all to those of a, 8 and ¥.

These results include the whole theory of fixed and movin
axes, there being now no difficulty in writing down deriveds o
any order. For example, on differentiating (v1.) again, we have

p=7+Vo(p—7)+Vu(p—7)+qig~ '+ Vugsg?,
and on substituting for p, the general formula of acceleration is
p=7+Vao(p—7)+VoVu(p—7)+9iq 1+ 2Vwqog-?, ...(XL)

which may of course be expressed in terms of «.
In the case of a rigid body it is frequently convenient to
replace (111.) by the relation

p=0+Vwp, cevrieiiiiniiiiinan, (X1L.)

where o is the velocity of the point of the body which in-
stantaneously coincides with the fixed origin of vectors p. The
acceleration of the point at the extremity of the vector p is

p=6+Voo+Vop+VoVup, .ccovurnnnnen. (X11L)

which follows on substitution for g in the result of differentiating
(XIL.).

As in Art. 102, we represent the twist-velocity of the body by
the symbol (o, w), the fixed origin being taken as base-point, and
we may replace (Iv.) of the present article by

c=(p+Vno; p=Scw!; p=Vow '+zw.......(XIV.)

reereeeeeeene (X))

while - only refers to the variations of , y and z and not at
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Bx. 1. The instantaneous twist-velocity of a body wnay be reduced to a
pair of simultaneous angular velocities, 3 and 3, round two lines, by means

of the relations
o=Vaf+Vd'f, w=0+4,
where a and o’ are vectors to points on the lines. [Compare Art. 102.]

Ex. 2. If p is the pitch of the instantaneous screw and if o is the angular
velocity of a rigid body, the velocity of any point in the body satisfies the

relation Spu-t=p;
and vectors drawn from a common origin to represent the simultaneous
velocities of the points of the body terminate on a common plane.

Ex. 3. The locus of points having a velocity of given magnitude is a right
circular cylinder

Tp=T(c+ Vop) or TVu(p—n)=(Tp*- p’l‘m’)*,

coaxial with the instantaneous axis.

Ex. 4. Determine the acceleration centre of a body moving arbitrarily.

[In terms of o and o, if the acceleration of the point at the extremity of
the vector o is instantaneously zero,

04+ Voor+Vea+oVwa=0 or ¢+ Vwor+da=0,
where pp=Vip+wVwp. Hence Yp=—-uSwp-V.oVoo.p+e’Swp and
the thirdpinvariﬁnt is m=Vwa?, so that i P P
aVool=(0Su+V. Voo —u'Se). 6+ Ver).]
Ex. 5. The instantaneous acceleration of a point of a rigid body moving

in any manner is a linear function of the vector to the point from the
acceleration centre, or

p=¢(p—a) where ¢p=Vap+VwVep and i=0.

Sa) The locus of points having instantaneous accelerations of given magni-
tude is one of a system of similar and coaxial ellipsoids

T (p—a)=Tp,
concentric with the acceleration centre, whose linear dimensions are propor-
tional to the acceleration.
(b) The function ¢ is independent of the velocity of translation, and a
change in that velocity merely alters the position of the acceleration centre
and of the associated ellipeoitﬁ.

Ex. 6. The locus of points for which the magnitude of the velocity is
momentarily constant is the quadric surface

S(oc+ Vup)(d+Vwp)=0 or S{a+Vae(p-a)d(p-a)=0;

and the locus of points for which the direction of the velocity is momentarily
constant is the twisted cubic

V(oc+ Vup)(d+ Voo + Vap+wVep)=0 or V{ia+Ve(p—a)d(p—a)=0.
(a) The equation of the twisted cubic may also be written in the form
pVwit={(v—tw)S(®—tw)+V.oVed—0’Se}. (¢ —tc+ Vo)
or (p—o)Vool=tya+}(wSwi+ wSwa) — fuwSwa,
where ¢ is a variable scalar.
[For the twisted cubic we have ¢p+d+ Vwo=t(c+ Vwp). Compare Ex. 4.]
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ART. 108. If the quaternion on which the rotation depends is a function
of two variable parameters, u and v, we shall write

2Vdgg ' =w'du+wdy, dq=% du+%du, .................. )
and it must be observed that w'dz+wdv is not a perfect differential. To

determine the relation connecting o’ and w,, suppose @ to be a constant
vector and p=¢@g¢~1. Then p is a function of » and v, and

) , 9 4 C
a€=Vw 097", §£=Vw,q‘wq‘1, a%=a;§‘. ............... (11.)
Calculating the second differentials,
o Ouw’ Ow, -~ _ o1 — O
a& =V > q0q 1+ Vo' Vo q@g1=V o 9091+ Vo Vu'q@g = ’5&7&:’

or, rearranging and observing that Vo'VwA- Vo Vo'A=V.Ve'e,.A, we
have, because @ is an arbitrary vector,

Ow’  Ouw, ,
W—E+Vmw,—0. ................................ (111.)
But again, by the last article and in the notation there explained,
Ouw’ ,, 0 Ow, , ., O,
a:Vw,w +—g:—'), -%=Vm w,+—%, .................. (1v.)
and accordingly we may replace (111.) by this new expression
o(w) o ,
—%)——%-)—Vw 0,201 veerereseresresseesesssssasens )

The results of this article have been employed in Art. 94 in connection
with the theory of surfaces.

ARrT. 107. In many investigations relating to rotations for-

mulae of the type *

P=YBYa%8a "B Vy F coeiiine, (1)
present themselves, and it may not be superfluous to make a few
remarks about their reduction. It frequently happens that
a, B and vy form a mutually rectangular unit system, and in this
case if d=aa+bB+cy we have

p=7BYy*.aa+y'Bla**B ¥y . bB+y*Ba*Bly . cy, ...(IL)
when we apply the general relation
a*B=Ba"* if SaB=0, Ta=1. ..............(IIL)
In order to reduce the coefficient of b3 for instance, it is
generally best to start from the central term, a?* in this case,
and to replace it by cos 7+ a sin 7, and similarly for successive
reductions. Thus we avoid introducing the sines and cosines of
the halves of the angles of rotation.
It is worth while noticing that

da“.a"=gda:.a+§da(a""+a") ............ @1v.)

*It may be advisable to refer again to Chap. IV. and its examples.
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is expressible in terms of the whole angle using the relation
Sa*-1.a ?=}(1+K)a*1.a"2
The general relation connecting two quaternions p and g and

two scalars z and v,

(TPqD~ D)V =GP %, weereerenreeresssneneeeo(V2)
will often be found useful.

Bx. 1. A planet rotates about its axis v in the period 2m~! and a
satellite describes a circular orbit round the planet in the period 2n~' ; show
that the motion relative to the planet is represented by

p=(y ™Sy .y~ mey™ . (y~~8y™) ™, S8=0,

the vectors in this expression being all fixed relatively to the planet; and
reduce the equation to
p=y ™% My™,

(a) By t;aking the e;;och when the satellite is in the plane of the equator,

the equation may be simplified to

. p=ryT™By™B.y VB Y™, SBy=0
where r is the radius of the orbit and where 7a is the angle between the
plane of the orbit and the equator.

(b) The equation may also be written

p=ra(cos 7rnt sin wmt¢ — cos 7a sin wnt cos wmt)

+r3(cos 7t cos wmt + cos wa sin 7t 8in wmt)
. +rysin 7rasin wnt
where a=Ly. \
(c) The condition for a stationary point may be written in the form
mVyBey™By=~B-*+nfey~ay="B-*=0,
or | na+mVy-~B3-syfBey3=0,
and this is equivalent to
n=mcoswa, cosmwnt=0.

Ex. 2. Unit vectors a, 8 and ~{ are directed respectively to the point of
upper culmination on the celestial equator, to the east point and to the
north celestial pole, while 7, j and % are directed to the south point, the east
point and the zenith. Show that the vector directed to a star may be
expressed in the forms

o=y B rafry =k vk~
where 7z is the hour-angle west, ry the declination, mw the azimuth west,
and 7 the altitude.

(a) If wb is the latitude of the place of observation, show that

k=paf;
and obtain the quaternion equation
YBYY =pa"B>1a"f,
and hence deduce the formulae of transformation from one set of coordinates
to the other.
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Ex. 3. Assuming the effect of refraction to be A times the tangent of
the zenith distance, prove that the vector to the apparent place of a star is
o +% where L 5

= - Vko.o_ ey YB'VEYBYa.a
O=K .—-S‘v -—K.Y B v, _S?'?ky—_ B_'ﬂ- .B’Y‘.

(«) Substituting for & in terms of a and 8 (Ex. 2 (a)), verify the successive

steps of the transformation

Bryky=iBYa= — Bry*B-2y ¥ = — Bry*[¥ cos b+ 3+ sin wb
= —sin wb 8in 7y — cos b cos wy cos w2+ B(sin 7b cos my — cos wb sin 7y cos 7z)
—ycoswbsin e

(b) Show that the expression for &y reduces to the form

m_B‘ cos b 8in wz + y'(sin b cos wy — cos b sin 7y cos mz)
- sin wb sin my + cos wb cos my cos 7z

where 3’ and vy’ are unit vectors tangential respectively to the parallel of
declination and to the circle of declination.

(c) If ¢ is the parallactic angle and { the zenith distance, show that

- Vio -
P *"':va—a, T=Ko' ¥, UVyo.tan{

Ex. 4. An equatorial telescope in imperfect adjustment is directed to a
star, and the circle readings are observed to be (y+ )= and (z+2)m where

and 7 are small ; if for zero circle readings the direction of the telescope
18 a+a, that of the declination axis 8+ ' and that of the polar axis y+v’
where o', 8’ and y’ are small vectors perpendicular respectively to a, 3
and v, show that

0'=(7+.y')—<z+n(B+B')—0+ﬂ(a+al)(B+B:),+y(7+7,),+, ;
and neglecting small terms of the second order obtain the relation

VB xZy+(y* +y)y'} B %a+Vixy B+(B>+B)B}a=0"
From this and two similar equations corresponding to the results of
setting the telescope on two other known stars, deduce the errors in the
adjustment which are represented by the small vectors a’, 8’ and ¥'.

Ex. 5. The unit of length is taken equal to the focal length of a photo-
graphic telescope in perfect adjustment so that were it not for refraction
the image of a star would remain fixed on the photografhic plate. Assuming
the effect of refraction to be A times the tangent of the zenith distance,
show that the image describes on the plate a curve represented by

Vy'ky?o.o

Sy*ky~io
where zir is the hour angle reckoned towards the west, and where o, ¥ and «
are three (coplanar) unit vectors fixed relatively to the plate and directed

respectively to the star, to the north celestial pole and, when the telescope
is on the star in the meridian, to the zenith.

(a) Prove that this curve represents a conic, or a portion of a conic, and
that it is the intersection of the plane and cone

S8Tor=0, SyU(cK-m)=8yk,

and consider the arrangement of the curves for various values of X and for
stars of different declinations.

O=-K
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Ex. 6. The positions of stars are determined by taking transits with a
teleeco?e movable about a fixed axis. Show that the hour-angle 7z at the
time of transit and the declination 7y are connected with the reading 7u of
a circle fixed to the telescope at right angles to the fixed axis by the
quaternion equation

VB =y Ba By By B By
where b, ¥, c and ¢’ are constants of the instrument, a, 3 and y having the
same signification as in Ex. 2,

(a) If & is a unit vector along the axis round which the telescope turns
the equation may be written in the form

YBYy=a 1888 + aIVed, 8741

and for an almucantar whose line of collimation makes a constant angle (ra)
with the vertical and is in the meridian when =0, the equation is

¥By=L*cos ra+ *'a™Bsin ra
where 7b is the latitude of the place,

Bx. 7. If Uo is the unit vector towards the centre of a planet ; Uo+ 1
the vector towards a marking on the planet in latitude  ; y the unit vector
along the planet’s axis of rotation; a the unit vector from the planet’s
centre towards the point on its equator on the meridian through the
marking ; if P is the time of rotation of the planet on its axis and s the

angular semi-diameter at the time of observation, show that
vsin l+y“"-lacosl=-ra" ~Us(1+7i b
where ¢ is the time of observation measured from some selected epoch.

(a) Denoting the vector on the right by 7, show that 7 terminates on a
fixed circle and verify that

y cosec i =~V (nas+ngny +11m2)(Sny15ms) !

where 7,, 7; and 75 are the values of the vector n at three times of
observation.
(¢) Show how to deduce the time of rotation.

Ex. 8 A Pola.r axis having a fixed direction y carries a declination axis
initially parallel to B on which is mounted a telescope initially parallel to a.
The vectors being all of unit length and the instrument being completely
out of adjustment so that no conditions of rectangularity are even approxi-
mately satisfied, show that when the direction of the telescope is changed
toa b&: rotation round the declination axis followed by a rotation round

the polar axis, o=y Brafry,
while if the rotation is first made round the polar axis and then round the
-declination axis, & =(YBy Py (y'By™Y,

and prove the equivalence of these two expressions,

(a) If » and v are the tangents of half the angles of rotation round the
polar axis and the declination axis respectively, show that the vector
equation

a—a'+uVy(a+a)+oVB(a+a)+ur{(a-a)SBy+V.VyB(ata)}=0
serves to determine both % and v.
(b) Deduce from this the scalar quadratic equation in u:

SB(a—a’)~2uSyLa’ ~ui8y(a—a')SyL - ul8yVyB(a+a)=0,



CHAPTER XIIL
STRAIN.

ArT. 108. Homogeneous strain converts vectors (p) in an
unstrained body into vectors (o =¢p) in the manner described in
the chapter on the linear vector function (Arts. 63, 64), but the
transformation is of less generality. The order of rotation from
¢a to ¢pf to ¢y must agree with that from a to 8 to y in the
case of a physical strain, for otherwise a positive volume would
be converted into a negative volume (Art. 24). In other words
the third invariant of the function ¢ must be positive, or the

condition M0 ceviiiiiiniie e (1)

must be satisfied. This requires one latent root of ¢ to be real
and positive, and when the roots are all real this is obviously the
case. When two of the roots are imaginary, ¢ ++/—1g" and
' —a/ =1g", the third invariant is (¢’+g¢"%)g where g is the
remaining latent root; so that here again one root is positive.
It follows from this that in every homogeneous strain one
direction at least remains unchanged, for we have

Ugpa=Ua if ga=ga, §>0...cccovuvvunnennn. (1)

If the three latent roots are positive, three lines remain
unrotated. In the case of a pure strain three mutually
rectangular directions remain unchanged, and the function ¢ 18
self-conjugate with positive latent roots. The decomposition of
a linear function into a self-conjugate function preceded or
followed by a rotation has been considered in Art. 70; and by

selecting the square root (:]up')i of the function ¢¢’ which has all
its latent roots positive we decompose, without ambiguity, an
arbitrary strain into a rotation followed by a pure strain.
A sphere Tp=7 is converted into an ellipsoid—the strain
ellipsoid *
Te-lo=r or So¢' ¢ lo+71:=0; ............ (11L)

* The results of Art. 70 show that the surface is ellipsoidal.
J.Q. M
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and the axes of this surface are parallel to the axes of ¢'-1¢-! or
of its inverse ¢p¢’ (not ¢'¢). And the ellipsoid

Tep=r or Spp'pp+12=0.....ccevvev..un. @av.)
is converted into the sphere To=r. The role of the functions

¢¢ and ¢'¢ is quite analogous to that of the functions of
Art. 101, p. 161, denoted by the same symbols.

ART. 109. A shear is represented by the function
dpp=p—PBSap where SaB=0, ....cc..ccu...n. (L)

for a point in the body is displaced parallel to a fixed direction
(UpB) through a distance proportional to its distance from a plane
(Sap=0) parallel to the fixed direction (UB). In all cases the
displacement of a point—the extremity of the vector p—is ¢p— p.
A shear accompanied by a uniform (ﬂlatation is represented by

dp=9p—BSap, SaB=0, ..ccccoeerrrinran. (1)
the ratio of the changed volume to the original being that of g*
to unity.

The function ¢p=gqpq-1—qBq-'Sap, SaB=0, ............. (111.)
represents a dilatation and a shear followed by a rotation, and
this function involves eight constants—three in Ug, one in g,
three in aTB and one in UB (because SaB=0)—just one less
than in the general function.

Omitting the condition SaB=0 in (111), the function involves
nine constants, and the function

Dp=99p9 ' —qBg 1Sap .....covvriiniinnnnn. @1v.)
is capable of representing the most general strain which may be
prodpmed by shafting in a fized direction (UB) planes parallel to
a fized plane (Sap=0) by an amount (—g-'BSap) proportional
to the perpendicular distance from the fixed plane; by altering
all lines wn the ratio g to unity, and by superposing a rotation.
To prove this we identify

¢'¢p=(9—aSB)(g—BSa)p

=g'p—aS(g8—14B%)p—(98—1B%)Sap ............ (v.)
with Hamilton’s cyclic form (Art. 77) for the general self-
conjugate ellipsoidal function so that the third invariant of ¢ may
be positive or that F(G=SaB)>0; ccovernrrreeeineenn (VL)
in other words we suppose ¢ to be a given function, and it is
required to determine a, 8, g and q. If a? b% ¢? are the latent

roots of the general self-conjugate function
' pp=bp+ASup+uSAp, .crecrreiirnninnns (viL)

29 u=at+c?—2b, 2TAu=a—c?
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(compare Art. 77 (11.) and Ex. 2), we have on comparison with (v.)
g=b, a==X, bB=pu+ITE, ............... (viIL)

whence substituting from (viL) in bTB8=T(u+}\TS32), we find
the quadratic in TS?,

TATRE = 2(a%+ ) TATTRE + (a2 — 22 =0, ......... (1X.)
whose roots are TA*TS2=(a+c)®. These give
bB=u—ir"Y(atc),

and it follows from (v1.) that we must select the negative sign.
Thus we have definitely by (vIiL)

g=b, a=—=\, bB=pu—IA"Ya—c); ...c.e..uus (x.)

and the rotation may be determined as in Art. 70. A second
solution is obtained by interchanging A and u.

Bx. 1. Prove that the necessary and sufficient conditions that the
function ¢ should represent a uniform dilatation and a dilatation accompany-
ing a shear, are respectively :

$-9=0, (¢-g)'=0.

[These are excellent examples of the degradation of the symbolic cubic,

Art. 66, p. 95.]

Ex. 2. If the function ¢ represents a uniform dilatation and two super-
posed shears,

m'm¥=m'.

[Assuming ¢p=g(1 - B'8a’)(1 - BSa)p, SaB=8a'F =0, it is necessary to
prove that g is a root of ¢, and that it is equal to the cube root of m. It
may be shown that the converse is also tru:ﬁ

_ BEx. 3. 'The strain produced by two successive pure strains is generally
impure.

[Two functions are commutative in order of operation only if they are
coaxial (Art. 66, Ex. 2, p. 95).]

ART. 110. Lines in the unstrained body whose lengths are

altered in a given ratio g are parallel to edges of the quadric cone

T¢Up=g, or SUp(¢p'¢p—9g)Up=0 ............... (1)

—one of a concyclic system ; and by (VIL) this equation may be
replaced by

2SAUpSuUp=>b*—g* or sinwusinv=(b*—g®)(at—c?)-}, ...(11)

where u and v are the angles a line makes with the cyclic planes

of the function ¢'¢. e ratio g for any direction 1s the
reciprocal of the parallel radius of the quadric (compare Art.

108 (1v.)), Tgp=1. ccecervrurrrrrercersrersnens (L)
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If the inclination of the vector 8 to a remains unchanged, the
condition

SU.aB=8U. ¢a¢f, or SaB.TpapB=Sap'sB.TaB ...(1v.)
is satisfied, and the locus of the vectors 8 is the quartic cone

SafSa¢’ paSPP’pB=Sag'pBt. a®B?, ............ (v.)
which has a and Vag¢'gpa for double edges. Substituting a+tax
for B in this equation, we get for the edges in the plane SA\p=0,
which passes through a,

B=VA(¢'pata(SA- YAV, oo, (VL)
after discarding the factor 2. These edges are real for all
directions of the vector A, and it easily appears that the upper
sign corresponds to SU . a8= 48U . ¢a¢B, while the lower sign
corresponds to SU.aB8=—SU. ¢a¢B on comg:ring the signs
of Sag0 and S,be’¢a. e lower sign corresponds to the case in
which the angle between ¢a and ¢B is the supplement of that
between a an% . The vector Vag'pa alone remains at right
angles to a, and (Art. 75 (1v.)) this vector is parallel to the
second principal axis of the section of (111.) of which a is a
principag axis.

If an arbit rotation is superposed on the strain, the cone (1v.) is the
locus of1 linﬁr:v::'yich together wpiih 3 can be un;‘gtated lines—f)r 3xes of

-1, e latent root corresponding to an is (compare (1.

qi:(?;)ﬁﬁ To determine the rot‘:t,ion gwhich zmstgebe(elpe( on (th)e)
strain so as to leave unrotated two vectors a and (3 satisfying the condition
(1v.) we may utilize Ex. 6, Chapter IIL, p. 26, and find the rotation which
converts Uga and UgQ into :t%a and + Up, having as in (v1.) due regard
to the indeterminate sign. It is possible to superpose a rotation on a strain
so0 that all the lines in a plane may be unx'ot,z;.telIos It is only necessary to
reduce the function ¢ to the form given in Art. 109 (1v.), and we have

gl Pp.g=gp—B8ap, coceevieriirnnniiiiiinnnnn, (vi1.)

and the lines in the plane Sap=0 (or SAp=0, compare Art. 109 (x.))—a
cyclic plane of ¢'¢o—are unrotated.

ART. 111. The displacement at the extremity of the vector p

produced by the strain is
d=a—p=(¢p—1)p=p(Sp~¢p—1)+pVp l¢p, ...... (L)

which we have resolved along and at right angles to the vector p.
When unity is & latent root of the function ¢, the disrlacement
is parallel to a fixed plane—that of the axes of ¢ complementary
to the unstrained and unrotated axis corresponding to the root
unity. (See Art. 66 (X.), p. 94.)

In general, provided the greatest and least roots of ¢'¢ are
geater and less than unity, it is possible by the last article

superpose a rotation on the strain so that the resulting dis-
placement may be everywhere parallel to a fixed plane.
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The quantity e=Sp W p—1p.ecvirviviiiiininininne. (1)

is called the elongation, and it is numerically equal to the
reciprocal of the square of the radius of the elongation quadric

Sp(go—1)p=—1, ($o=3(p+P)) errvrrne. (1)

which is parallel to the vector p. This quadric may be an
ellipsoid or a hyperboloid according to the relative magnitudes of
the roots of ¢, and unity.

The component of the displacement perpendicular to p may be
written in the form

Vap=Vepp~t.p=Vep+Vyppt.p.ceeerncn.. (1v.)

where ¢ is the spin-vector of ¢, and (Art. 75 (1v.)) the vector
Vg.pp~! is parallel to the second principal axis of the section of
(1) of which p is a principal axis. The magnitude of this
vector (TVp'L(f —1)p) is numerically equal to the area of the
triangle form %y lines drawn along Up and along the central
perpendicular on the corresponding tangent plane of the elonga-
tion quadric—the lengths of these lines being the reciprocals of
those of the central radius and the central perpendicular.

ART. 112. When the strain is not homogeneous, if the point P
is strained to Q, the relation between the vectors p(=O0P) and
a(=0Q) ceases to be linear, but we always have the correspond-
ing differentials linearly related, or

do=g¢dp if 0=0(p), «cevvvrrvireniniins (L)

0 being any function of p, and ¢dp being a linear function of dp
involving the vector p in its constitution. So long then as we
confine our attention to the limits of vanishing and corresponding
regions at Q and P, so that the vector p does not vary, the
treatment of this general case is precisely the same as in the
case of homogeneous strain.

In terms of the operator v,

do=—SdpV .0, cccevriiiininnninnniinnns (1)
80 that if « is any vector which is not subject to the operation of V,
¢a=—8aV .o, and ¢'a=—VSas, ............ (111.)

as we may verify in many ways® by the results of Arts. 56
and 57; and in the same way it is not hard to see that we
may write

* For example ¢a= +ZSaVur. %'—;‘ :S\uv 3 ¢la= 2Vp.v8¢%z
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where ¢ is the spin-vector of . Thus for a pure strain at all
points, we must have
VVe=0,0r 6=VP ...ccecevvvvrreunrnnn.n. v)

(Art. 56) where P is a scalar function of p. (See p. 74.)

ART. 113. For small strains it is convenient to change the
notation and to consider the displacement of a point produced
by the strain rather than the relation between the vectors to the
strained and unstrained positions of the point. We write there-
fore for a homogeneous small strain

T=PF PP, ceveerniiirinniiniiinnnnnnn, (L)
replacing the function ¢ of earlier articles by 1+¢, the
function ¢ being now small, or T¢p being small in comparison
with Tp. Apart from its smallness, however, the new function
is of a more general character than the old. We may for
example have the order of rotation from ¢a to ¢8 to ¢y different
from that from a to 8 to y without violating the physical reality
of the strain. In fact the ratio of volumes 18 now

lim. S(at $a)B+9B8)(y+¢y)_SaBy+2S¢afy _; L e (1)
SaBy SaBy
and m” is small In comparison with unity.
Small strains are superposable (cf. Art. 104 (v1.), p. 169), or
A+¢)(A+¢)p=(1+¢,+ ) p=(1+¢)(1+¢,)p, ...(1IL)
because we agree to neglect the terms of the second order ¢,¢yp

and ¢, p. L. . )
A small strain is resolvable into a pure strain and a small

rotation by the relation
pt+op=p+dip+Vep=(1+Ve)(1+¢)p=(1+¢,)(1+Ve)p (v.)
where ¢ is the self-conjugate part of ¢ and where ¢ is its spin-
vector.

We may write
p+Vep=(1+21e)p(l+4e) 1=p+iep—14pe. ......... (v.)
The strain quadric now becomes

2 —=280¢yo+12=0 .vriiiiiinnnnnnn, (vL)
if p*4+12=0; for p=(1—¢)o if o=(1+ ¢)p, since approximately

p=(1—¢*)p=(1-¢)o. )
For non-homogeneous small strains, suppose 6(p) to be the
displacement of the extremity of the vector p. Equation (1.) then

becomes T=pF0(p) +reeriririirniiriiiniini. (vir)
and for a neighbouring point
do=dp+¢dp=dp—SdpV.6p. ......c.c...... (VIIL)
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Confining the attention to points in the neighbourhood of the
extremity of p, equation (vIIL) is of the same form as (1.), and
the results of the present article apply if we regard the function
¢ already employed as having the meaning assigned to the same
symbol in (vIiL.), and if we suppose that the vectors p throughout
the article are small and equivalent to the vectors dp of (viIL).
(See Art. 124, p. 211.)

Ex. 1. Interpret Hamilton’s focal and cyclic transformations of a self-
conjugate function,

$p=aaVap+bBSBp=gp+ASpp+puSip,
where ¢p represents the displacement due to a small pure strain.

[The terms may be taken separately. aaVap representsa shrinkage or an
expansion to or from one line (a) ; 53Sfp represents an elongation parallel
to another. See Minchin, Treatise on Statics, Art. 379.]



CHAPTER XIV.
DYNAMICS OF A PARTICLE.

ART. 114. The rate of change of the momentum of a particle
is equal to the applied force, or

d%.mp:mﬁ=f .......................... (1)

where m is the mass; p the velocity, mp the momentum and ¢

the applied force.
The moment of momentum of the particle ahout any point A is

V(p—a)ymp=mV(p—a)p: .ccocoerrrnrnnnn. (1L.)

and if A is a fixed point the rate of change of moment of
momentum is equal to the moment of the applhed force, for

(Tdt'mV(p—a)ﬁ=’mV(p-a)ii=V(p—a)f, ......... (111.)

since Vpp=0. If the point A is in motion with velocity a, the
rate of change of moment of momentum is
mV(p—a)p—mVap=V(p—a)f—=mVdp, ......... (v)

and in this case it depends on the velocity of the point A and on
that of the particle P, unless indeed the motion of A is constantly
parallel to that of P.

Since d% IMmTpd=-mSpp=—Spf= -E‘lit I Sé&dp, eennnn.n. (v.)
the energy equation is
{;mTp’+ijd,>=const. =FE, ciiiiiiiiininins (vL)

and for a conservative system of forces (Art. 56 (ViL), p. 74),

jsgd,,:P, £=—VP. oo, (VL)
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Ex. 1. If the applied force is parallel to a fixed plane SAp=0, deduce
the integral SAp=at+b; and if it is parallel to a fixed line (p), show that
Vpp=at+f3 where a, b, a and 3 are constants of integration.

Ex. 2. If the force is directed to a fixed centre-—the origin of vectors p—
show that
mVpp=[=a constant vector.

Ex. 3. If 7 is the tangential and & the normal component of the force
and v the velocity in any orbit, prove that if C is the curvature of the orbit,
viIC=N, »=T.

[Letting accents denote deriveds of p with respect to the arc, we have
p=pv, p=pv3+p'h since v=4 Also Tp’=C and §=p'T+Up"N. See
Art. 117.]

Art. 116. The equation of motion of a particle of unit mass
attracted to any number of fixed centres with forces varying as
the distance is

p=2a(ay—p)=Zat,0y = pZtty, coeveninnininnnnn. (1)

the attraction to any centre being proportional to the distance
T(a,—p) and acting along U(a,—p) towards the centre. The
scalars u,, a,, etc, define the ratio of the magnitude of the
attraction of the centres to the distance, and they are positive
for attractive and negative for repulsive forces.

If a is the vector to the mean centre of the centres for the
multiples a,, a,, ... a,, and if a is the sum of the multiples, the
equation takes the form

p=ala—p), (=2, da=Zct1a)); ceeeeeerrenenns (1)
and the particle moves as if attracted to the mean centre.

The more general equation
PH2bp4cp=0, .coiriiiiniiiiiniinannn, (1)

where b and ¢ are scalar constants, is that of the motion of a

particle acted on by a force (—cp) due to a centre at the origin

attracting or repelling (¢>0 or <0) proportionally to the

distance, and also acted on by a force (—2bg) proportional to the

velocity and accelerating or retarding according as b<<0 or >0.
To integrate this equation, we assume

P=v1" + YL tete. .ooiiiiiiiinniinin, (Iv.)

where v, v,, etc., are constant vectors and n,, n,, etc., constant
scalars, ang we express that the result of substituting for p in
(111.) is identically satisfied for all values of . Equating to zero
the coefficients of e, ete., after substitution, we find

(M2 ) =0 .cvrerrerrererrinrenns (v.)

where y and n stand for any one of the vectors vy, and the
corresponding scalar n,. These conditions require all but two
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of the vectors to vanish. The remaining two y, and y, are
indeterminate, and the corressonding values of n are the roots of
the coefficient of vy in (v.) and are

n,=—=b+p, ny=-b—p, if p*=>bi-c;
n,= —b+~/—_1q,‘ ny= —b—a/=1gq, if ¢*=c—b?;...(VL)
and the corresponding solution of the equation is
p=e""(y "+ v, ™™) or p=e""(d, cos qt+d,sin gt), ...(VIL)
the vectors y, and v, (or é; and ;) being arbitrary constants of
integration.
In the more general case, to solve the equation

PHPptdep=0, coevirnniiiinininniiinniinane (vIIL)

where ¢, and ¢; are two constant linear vector functions, and which
represents a damred motion of a particle such as might be supposed to take
place in a crystalline medium, an assumption of the form (1v.) gives

2y +nd Y+ Py =0, cevrrrirriiiiiinirinie, (1x.)

so that the function ¢;+n¢, +n? has a zero root and y is the corresponding
axis. The third invariant of the function must vanish if it has a zero root,
and the appropriate values of the scalars  are the roots of the equation

S(¢py+nd, + 1) A(Py+n, + n¥) p(dy+ ndy + 2By =0, ............ (x.)

where A, . and v are any vectors. Solvin%l this equation we determine six
linear functions with zero latent roots, and the corresponding axes (y,, y etc.),
being determined, the solution is

P=S1091€™ (x1.)
the arbitrary constants being the tensors of the vectors y.

Ex. 1. Show how to determine the constants of integration.

[We may have given the initial position and the initial velocity—six
constants. For example the solution of (11.) is p=a+ 7, cos Vat+ vy, sin va,
and if p=p and p=y when ¢=0, we have y,=8-a, ysVa=1.]

ART. 116. For a force directed to a fixed centre, the origin of

vectors p, p=& Uf=1Up, covrvrinniniinannnnns (r.)
and (Art. 114 (111.)) we deduce at once the integral of moment
of momentum Vep=P8, ccevererieiiniiiiiiiiiians (1L.)

where the constant 8 is double the vector area swept out by the
radius vector in unit time. Conversely if the vector moment of
momentum with respect to any fixed point is constant, that point
is a centre to which the force acting on the particle is directed,
for B=0=Vpp or pll¢ll p. The orbit of the particle lies in the

plane SPB=0. ceeeerrreeeriireeerreeeaens (1)
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In general the vector 8 admits of transformations such as the
following (compare Art. 85 (11.), p. 132):
5 dUp 1 .
B=Tp. V§=Tp2, -d_tB I—J;=Tp2. w=Tp*. UB.w, ...(IV.)
where w is the angular velocity of the radius vector, and where w,
(for a plane orbit) is the angle the radius vector makes with some
prime vector or more generally where w is the scalar angular
velocity. We may also write

Up dU U dU
’9,1—.’)—5’=—(#’, or T_,';FB"'WB; ............... (v.)
so that for a central force
. ,4U0p . _
p=-—mB"! T if £=—mUpTp-2 ..ccevvvinnnnns (vL)

In particular when the law of force is that of the inverse
square, the scalar m is constant, and (VL) integrates at once
and gives

=—=mfB-"Up+vy where SBy=0 by (L), .......(VIL)

y being a vector constant of integration. This shows that the
hodograph of the motion is a circle whose centre is the extremity
of the veetor y and whose radius is mTB-

Moreover, substituting for g in (11.), we find the equation of

the orbit, B=—mB Tp+Vpy; cevviriininnnnen. (VIIL)
which is equivalent to the two equations
mTp=TR2—SByp, SBp=0; ceeeeerrrneenne. (1x.)

and which represents a conic referred to a focus as origin. If w
is the angle the radius makes with the vector o8 we may
replace (1X.) by

Tp(l+4ecosw)=p where e=m-1TyB, p=m-'TF ...(X.)

and e is the excentricity and p the semi-lutus-rectum.
Taking the tensor of (VIL), utilizing (1X.) and observing that

by (x.) Ty?*=me?p-1, we obtain the energy equation
a_2m
Tp ST T s (XL)

where a =p(1—¢?)"! is the mean distance.

Now when we resolve the velocity along and perpendicular
to p, :
p=pSpp+p Vpp=Upir+p-B if r=Tp; ..... (x11.)
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whence on substitution in (x1.) we find

which gives on integration the radius vector in terms of the
time.

Bx. 1. Deduce the usual « and 6 equations for a central orbit by
20
expressing p in the form rkv:.

[Here p=(i+rék)k¥i, =1r20k=hk, §=hus, #=r'0= —hu' where accents
denote ditferentiation with respect to 6 and where «=»"'. Thus

2 2
6= — h(w —uk)k*i, p=—hA(u +u)k=1.]

Ex. 2. If o, 8 and y are three unit vectors, a along the radius vector,
y perpendicular to the plane of the instantaneous orbit and B=1ya; if ¢ is
the rate of description of angles by the radius vector in the orbit and if a
is the rate at which the plane of the orbit turns round the radius vector,
prove that the equation of motion is

a(# —ré®) + B(2ré+1E)+ yrac=¢.

b_yvP_ys Yov. VPP_; e Bi Y= — Ba
[Here . VP ¥é, V'Vp =ad, 8o that a=@¢ §=-L4¢ and

B=va-aé. Compare Ar{. 86. By the instantaneous orbit is meant the orbit
which a planet would describe round the sun if the disturbing forces were,
suddenly removed. The equation exhibits the effect of the components of
the force along and perpendicular to the radius vector and perpendicular to
the plane of the orbit.]

Ex. 3. Express the equation of motion in a perturbed orbit in terms of
the reciprocal of the radius vector (u), the rate of description of areas (k)
and the rate («’) at which the orbit turns round the radius vector per unit
description of angle in the orbit ; and show that it is

" /T X7} ,
(u +u)a+——k—a— -h—,B—ua'y= _/,_f,'ﬁ'

&We have to express everything in terms of A=TVpp=r%, of u and of a
and their diffeflentials with respect to the angle c. Writing thus

p=au’! we have p=hul. ,g_c (an=1)=/Au®(Bu! — au'u?), etc.]
Ex. 4. Express the equation of motion of a particle in the form
” H )4 , r, .,
a(u”+u)+ av 7 —Buﬁ—y(ua —su") - ‘yﬁ(ua —su)= —-1%

where u is the reciprocal of the projection of the radius vector on a fixed
plane, a is a unit vector along this projection, y is the unit normal to the
plane, B=+ya, H is the rate of description of the projection of areas, s is the
tangent ofy the angle between the radius vector and the projection, and
the independent variable is the angle in the fixed plane.

[Here p=(a+sy)}, aa'=y, =0, B'=—a, Hu?=¢ if c is the angle in
the plane. e scalar equations to which the above is equivalent have been
much used in the lunar ?heory.]
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Ex. 5. Prove that the vector curvatures of an orbit and its hodograph
are
dUdp_ ¢ 1 dUdp_o ¢ 1

dp " pTp dp " ETH
and that for a central orbit they reduce to
dUdp_ BT{ dUdp B
dp TpTp® dp TETp?

where 3=Vpp.
(2) Hence the law of nature is the only law for which the hodograph is a
circle for all initial conditions.

ART. 117. The equation of motion of a particle constrained
to move along a curve or on a surface is

P=EHV i, (1)

where v is the reaction arising from the constraint. If there is no
friction, the reaction is at right angles to the direction of motion
or the vector v lies in the normal plane of the constraining curve
or ig the normal to the constraining surface. The condition

Svp=0, .ceoeviriiiiiiiiiiiiineen (11.)

which is then satisfied, allows us to retain the equations (v.)
and (v1.) of Art. 114,

In terms of the deriveds with respect to the arc & of the orbit

which we now denote by p’, p”, ete., we have (compare Art. 85,
Ex. 1, p. 133),

p=pv, p=p"vi+p0, v=4 V=07, ... (L)
or in the notation of Art. 86, p. 134,
p=av, =R+ ad .ccooviniiniinini. (v.)
where v is the velocity ; and the equation of motion is
PVHPU=E4v cinviinniiiinieeiiennns (v.)

In the case of a constraining curve, the mnotion must be deter-
mined from the energy equation which is alone available for
this purpose. For a surface we have, on elimination of the
unknown tensor of »,

V(@=8v=0, ceovrreiiiinniinnnnns ...(VL)

and in this equation v is proportional to a known function of p
—the result of operating by V on the scalar equation of the
constraining surface. (Art. 54, p. 69.)

If on the other hand we seek the reaction arising from the
curve or surface, we have by (11.)

v=p""Wpy=p"?—pVp't=— 2P”jsfdp —p"WVp'E, c(VIL)
the energy equation being employed in the last transformation.
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For a rough constraint, the equation of motion may be written in the
form
p=p v +pvv'=+v-npTy, Spv=0, ...ccecceurru (viL)

where 7 is the coefficient of friction.
Resolving along and at right angles to p’ this equation gives

o +8p'=—aTv, v=p"s2—ptVp§; cccorirrerrrene (1x.)
whence on elimination of Tv,
PR—p W= —Ur.a Y (or' +Sp'8); wvervrerernnnnn. (x.)
or again in terms of the vectors p and p, we have
AVEE—E)=U(p0) . SpB=&), cevrevrvrercrrcvrcerunes (x1.)

because Sp(p—£)=nT(pv) and UVp(s—-£)=U(pv). Equation (x.) or (x1.)
may be employed for a constraining surface. In the case of a curve we
must take the tensor of each side to eliminate the unknown Uv. We may
remark that it follows from (1x.) that if the curve is a geodesic on the
constraining surface V. vp~1Vp'¢ =0 or

SYPE=0, ceecrrrerieerrrereernnenneeesereieens (x11.)

because (Art. 90) for a geodesic p” || v. In other words, when the direction
of the applied force is coplanar with the normal to the surface and the
tangent to the orbit, the curve is a geodesic on the surface, and in particular
this is the case when there is no applied force.
If the constraining curve or surface is in motion so that, Art. 104,
p- 168, the vector p to the ‘particle from a fixed point is connected with
the vector & to the particle from a point moving with the constraint by the
equation
P=THGOG™Y, cirriiiiiiiiiireecie (x1L)

in which  and ¢ are supposed to be given functions of ¢, the equation of
motion takes the form (compare Art. 105, p. 171)

FH@B+ VBT +VIT+ ViVim)g ' =€+, cevrevreennenn (x1v.)

and for a smooth constraint,

qf"z“ being the velocity with which the particle moves along the curve or
surface of the constraint.

Ex. 1l A icle moves under gravity on a surface of revolution having
its axis vertical.

[If & is_the unit vector directed vertically downwards, the equation of
motion i8 V(5—gk)v=0. Since the surface 18 of revolution, the vectors v,
k and p are eog)hnar, or Spkv=0, so that Vip || Viv | Vvp. Operating on
the equation of motion by Sk or Sp we find the inwgmble relation Skpp=0,
so that Skpp= —k where A is the constant rate of description of area by
the projection of p on the horizontal plane. We have also Svp=0 and
Skp= -z if we write Skp= -z From these three equations pSVkpViv
= —AVkv—iVvVip; and if the equation of the surface is given in the form
T =f(z)={(—Sb ) we may put v=Up—#kf(z) and Vip=Vivf(z). Hence
prl'p’=le —i’v'lepi; and by Art. 114 (V1) on expressing everything in
terms of z we obtain the equation

B -2ff +rN=2E+g)( - - I

If the surface is spherical f(z) is constant and equal to the radius of the
sphere, 8o that 1 is zero.
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Again if w is the angle the plane of p and # makes with some initial plane,
h=0TVkp*=w(f3?-2?)
dw .
or T (fr-2)=h,
from which w can be found in terms of z by the previous equation.

If, on the other hand, the equation of the surface is given in the form
Skp=f(Tp), it may be more convenient to obtain an equation in r(=Tp)
and 7 by using Spp+r7=0 instead of Skp+2z=0; and if the equation is of
the form Skp=f(TVkp)=f(p) we may use SVkpVkp+pp=0.]

Ex. 2. A particle slides under gravity within a fine smooth tube which
revolves round a vertical axis.

[The origin being taken on the axis, the vector to the particle is p=g¢tyg-?
(compare p. 168), and if n is the angle through which the tube bas been
rotated from some initial position,

p=q@+aVIiw)g™, p=q(B+2a Vi +akViw +iViw)q™;
while the equation of motion is p=gk+ v where Syqzyg~'=0. Because the
axis of ¢ is parallel to £, we find on elimination of the reaction v,
St (&3 + 7%k ViD + 72 VD) =gStok ;
and in this e(auation # and 7 are given functions of ¢ when the law of rotation
is known, and @ is a known function of a parameter variable with the time
when the form of the tube is known. If the velocity of rotation is uniform,
the equation integrates and
(B + Vi) =gSkw + 3C.

If for example the curve is a helix with its axis vertical so that
W=a(icos u+jsin u)+bku we have t32= - (a®+b%)4? and Vio?= —a3, and
the equation 18 u?(a®+ b?)+n%a?=2gbu— C; and if the curve is a vertical
circle, =a(7cosz+ksinu) we have

*a? + n%a® cos? u=2ga sin u - C.]

Ex. 3. A particle under gravity traverses with uniform velocity a

smooth curve which rotates uniformly round a vertical axis. Prove that

the curve lies on a paraboloid of revolution.
[The equation of the surface on which the curve must lie is

ATTVIw? + 298k =const.)
Ex. 4. Two particles of masses m and m’, connected by an inextensible
string which remains stretched throughout the motion, are projected from

the extremwities of the vectors a and a” with the velocities 3 and 3’ ; prove
that the vector to the particle m during the motion is p where

pm+m)=m(a-+B)+m' (e +Bt)
+m'T(a—a'). (U(a—a’)cosnt+ U(B - [)sin nt),
the scalar n being defined by
nT(a-a)=T(B-B).

Ex. 5. If a particle can be made by suitable initial conditions to describe
a given curve under the action of a force £, show that

2p"[S¢dp—p'Vp'é=0,
p and p” being the first and second deriveds with respect to the arc and a
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suitable constant being included in the integral which is taken along the
curve.
(a) Hence deduce M. Bonnet’s theorem.

[We have m(p"v?+p'vv)=§ which gives mov'= — S{p’ and mo?= - 2[Sdp,
etc. Conversely if the condition is satisfied it follows that a particle will for
suitable initial conditions describe the curve. If §, &, etc., are forces under
which, acting separately, a particle can describe the curve, and if for greater

clearness we replace [S{.dp by C.+ [S.dp (the new integral being taken
from any selected point on the curve),owe have
120" (Cu+ [S£0dp) — Sp'Vp'bat = 2p"(SCa+ [8. 3. dp - p'VpZh0) s
[ [

or a particle will describe the curve freely under the action of the resultant
of the forces provided its mass m and the velocity v satisfy mvi=Zm,v.2
initially.]

Ex. 6. Show that the condition of the last example is equivalent to the
conditions . do o, ,
Spp'f=0, 3, Sp"'E+28p¢=0,

which assert that the force must be in the osculating plane of the curve, and
that the rate of change (as we pass along the curve) of the product of the
radius of curvature into the normal component of the force is equal to double
the tangential component.

Ant. 118. Tait has applied the calculus of variations in the
following manner in the cretermina.tion of the curves of quickest
descent, or the brachistochrones, for a conservative system of
forces. (Quaternions, Arts. 518 and 523.)

If the integral 4 =jQ.po=IQ. S P )

is taken along a curve, ¢ being a given scalar function of p, the
variation of the integral corresponding to a variation of the
curve is

54 =st . po+jQ .6Tdp= -.jsapv Q. po—-IQSUdp .6dp.

The symbols d and ¢ are commutative in order of operation,
so that on integrating by parts

IQSUdp. 8dp =IQSUdp .dép=[QSUdp. ap]—jsapd(QUdp)

where the term in square brackets corresponds to the variation
of the limits of the integral. Thus

84= —[QSUdp. 5p] +jsap {d(QUdp)—VQ. Tdp}. ....(1L)

1f the integral is stationary, the variation vanishes and the
term under the sign of integration in (I1.) must be zero for all
vectors dp. And since dp may have any direction when the
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curve is not restricted in any manner except at the limits, we.
must have

d(QUdp)—VQ.Tdp=0, or (%(Qp’)—VQ:O. orva(1IL)

If on the other hand the curve is constrained to lie on a
surface so that Sydp=0 where v is normal to the surface, the

face s0
concition 18 L ETC T I 1) IR R— av)

For the brachistochrone the integral 4 is the time of deserip-
tion of the curve or

A=t=ju-1.ds, Q=Tp'=QE—-2P)} .........(V)

by Art. 114 (v1), so that VQ=VP.@Q=VP.Ts-% The first
equation (1IL) now becomes
d(Tp-1.Udp)—-VP.Tp-2.dt=0 or d.p '+VP.Tp %dt=0,
or finally p+pt.VP.p=0. ..... eereerieneeaienes (VL)
Tait remarks “It is very instructive to compare this equation

with that of the free path (5+VP=0); noting how the force
— VP is, as it were, reﬂ[e)cated on the tangent of the path.”

Ex. Determine the brachistochrone when gravity is the only force.

[Here VP= —«, a constant vector, and the equation dg~!-«Tp2ds=0
shows that p~l=a+f(¢) where a is a constant vector which may without
loss of genemlity be supposed to be perpendicular to x. Substitution gives
df—(Ta?+4 Tk2?)d¢=0, and the solution of this is

f=T.x'atan Tak(t—t)=T.«tatan n(t - ¢,)

where n=T. ax. Thus
pt=—-Ta(Ua+ Uk tann(t—¢,))

and p=Ta1.cos?n(t - t)(Ua+ Uk tan n(t —¢y)),
and on integration

p=B-3}n"1Ta ' [Ua{2n(t - to)+sin 2n(t—t,)} — Ux cos 2n(t - ¢,)]
which represents a cycloid. (Tait’s Quaternions, Art. 524.)]



CHAPTER XV.
DYNAMICS.

ARrT. 119. Let m,, m,, etc., be the masses of particles of any
dynamical system which are situated at the extremities of the
vectors p,, p,, etc., drawn from a fixed origin. By Newton’s
second law the equation of motion of the particle m, is .

My = &+ Lig+ EisH Ot venvneeereneiriene. )

where £, is the force external to the system which acts on m,
and where £, is the force due to the interaction of m, on m,, ete.
By Newton's third law action and reaction are equal and

opposite, or
Lo+ 80=0, Vplio+ Vol =0, ccieniniinnin. (1)

these being the conditions that £, and £, should equilibrate.

Hence by adding equations such as (1.) for all the particles, and

l‘)jy adding the results of operating on these equations by Vp,,
pg etc., we obtain the equations

Imyp,=2¢, Zm\Vpp,=ZVp &), cevniinnnnnnn (r.)

which are independent of the interactions of the particles.
Attending to (11.) the rate of change of kinetic energy of the
system of particles is evidently

d
5+ 42 Tpt= — Zm Sy = — 286y~ 28 (b = p) i ---(IV.)

and because (IL) implies £, |l p,—p, We see that this is inde-
pendent of the interactions provided the relative velocity of
every pair of g&rticles is at right angles to the line joining
them—or in other words, provided the distance between every
pair of particles remains unchanged.

Writing

M=Zm, Mp=Zmp, £=2§, n=ZVpf, 0=2mVp,p,,(V.)
so that M is the total mass of the system, p the vector to the
centre of mass, ¢ the resultant external force, 5 the resultant
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moment of the external forces with respect to the origin as base

point and 6 the resultant moment of momentum with respect to

the origin, the equations (111.) become .

Mp=¢ O=n.ecvrvievinininiiirannnnn. (v1)

When the external forces are zero, ¢ and » vanish and the
integrals of (vI.) are

Mp=uat+B, O=17, cccovrririiiiininnsd (VIL)

where a, 8 and v are constant vectors; and when the internal
forces are given functions of the distances between the particles,
we have also in this case the integral of energy

$2m,Tpy*=Zf . T(p, — p,) Where £, =U(p, — p3)f". T(py — py)- (VIIL)

ART. 120. With reference to a point moving in any arbitrary
manner, the extremity of the vector ¢, the moment of momentum 1s

0.=2Zm,V(p,—€)(p,—€)=0—MV(pétep—eé); ....... ()
and (V1.), Art. 119, may be replaced by
Mi=¢ O.=n—=MV(p—€)é,urruururerunnnens (L)

where 5,=5— Veﬁ is the resultant moment of the forces about the
extremity of e. In particular when ¢ terminates at the centre of
mass, the equations are

where 6, and 5, refer to the centre of mass. These equations are
of the same form as those of the last article. We may note that
in general

0y=0—MVpp=0.—MVppe,....ccecvvvr..un. (1v.)

where p, =p—e.

Ex. 1. Find the locus of points fixed in space about which at any instant
the moment of momentum is a minimum. _ '

[If the extremity of € terminates at a fixed point Ge=60— M Vep, and the
locus of points for which T6. has a given value is the right circular cylinder
T(0—-MVep)=TO.. Writing 0=H(pp+ Ve,p) we have

TO2=M*pTp+ M3TV (e — ) o
The locus is the line ¥ Vep=V@p.p. Compare Art. 99, p. 156.]

Ex. 2. A point moves in such a manner that the moment of momentum
with respect to it is constant. Determine the particulars of the motion.

If 6. is constant, the relation (1v.) M Vp.pe= — 6+ 6.+ M Vpp gives, on
differentiating twice and utilizing the equations of motion (Art. 119 (v1.)),

MVpepe==n+Vphy, MV (pepetpefp)=—i1+Vpl+Vpk
because @ is constant. Forming the vectors of the products of right and of
left hand members of the first and second of these three relations, and
also forming the scalar of the product of corresponding members of the
three relations, we obtain the equation
pe=p—e=2V(0- 6.~ MVpp)(n-Vpf) )
x {MS(6— 6.~ MV pp)(n—-Vpf) (i - Vpf - Vi),
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s0 that € is expressed in terms of quantities which are known when the
motion of the system is given. There are thus two paths corresponding to
the doul])le sign symmetrically placed with respect to the path of the centre
of mass,

Ex. 3. Refer the equations of motion to variable axes.
[See Art. 105 and the formulae of differentiation (v1.) and (x1.), p. 170.]

ArT. 121. In the case of a rigid body, let ¢ be the vector to
any point fixed in it and let » be the angular velocity. Then by
Art. 105, p. 170, ..

. Pr—€=Vw(p—€), ceecvrvrririrrirunnniasd (1)
because the velocity of the point in the body at the extremity of
p, relatively to that at the extremity of ¢ is due to the an%u.lar
velocity w. Equation (1.) of the last article may now be replaced

by 0.=2Zm,V(p,—€)Vo(p,— €)=, cvrverrrnrnns (1L)

so that 0, is a linear function of w. The linear function ¢, is
fixed relatively to the body because the vectors p,—e, etc., are
fixed in the body, but in considering the rate of change of ¢.w
we must take account of the change of orientation of the body as
well as of the change of w. We have (Art. 105 (1X.)),

(% b= a(gzw)_'_ Vopo=¢po+ Vogew;............ (1)
and equations (11 ).of the last article become
Mi=¢, oo+ Vopow=n—MV(p—e)é; ......... (1v.)
and when ¢ terminates at the centre of mass (Art. 120 (111.)),
Mp=¢ o+ Vogow=ng..cccvvvernnnnnnnn. (v)

if (Art. 120 (1v.)) pw=¢pw—MV(p—e)Vw(p—e) refers to the
centre of mass.
If the body has a fixed point, the extremity of e, (1v.) reduces to

P+ VP =ne +cooviriniiniiiiniian. (vL)

In general the vector ¢w is the moment of momentum of the
body with reference to the fixed point which instantaneously
coincides with the extremity of the vector ¢, and the moment of
inertia round any line (Uw) through that point is

Sw-1gw=ZmTV.Un.(p;—¢€) ..o evveenenenn (viL)

and this is numerically equal to the reciprocal of the square of
the parallel radius of the quadric

STHB=—1. cevrrerrnicircrirrnncnnn (viiL)

The function ¢, may be called the imertia function corre-
sponding to the extremity of e
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The principal axes of the body through the point are the axes
of the self-conjugate function ¢., and the moment of inertia
round a principal axis is maximum, or minimum, or at least
stationary in value. If the extremity of e is fixed in space as
well as in the body, so that the body moves about a fixed point,
it appears from (v1.) that when the body is set rotating under
no forces about one of these principal axes, it will rotate
permanently round it. For we have \£:¢.w=0 if w is along a
principal axis, and ¢« =0 by (V1.); hence ®=0 since the function
has not in general a zero root.

The energy equation (Art. 119 (1v.)) easily reduces in terms
of ¢ and o to

(% (AMTE = MSeVor(p— €)— }Swpaw} = —Séf—San, .. (IX.)
where 5, =ZV(p,—¢)§,; and when e terminates at the centre of

mass d
a?(QMTp’ —3Swpw)= —SpE—Swny «evvvieniinnne. (x.)
Ex. 1. Prove the relation (111.) by direct differentiation of the explicit
form pew=Sm,V (p,— ) Va(p,—¢).
[We have ad?' V. (-9 Valp - ¢

=V.Vu(p,—€)Vo(p,—€)+V.(p,—€) Va(p, —€)+V.(p—€) VoVu(p, —¢)
by (1.). The first term on the right vanishes. The third is
Vo(p, —€)Sw(p,—¢€) or V.oV (p;—€)Vw(p,—e¢).]
Ex. 2. If I is a principal moment of inertia at the extremity of the
vector ¢, or in other words a latent root of ¢,, show that
I3—-2n" 134 ("2 +2') I — (2" —n)=0,
where n”, n’ and » are three positive scalars, namely,
n'=—Zmpy - ; n'=—ZmmgV(p,—€)(py—e);
n=ZmmansS(p, - €)(ps — €)(p3 — €)*.
[See Elements, Art. 417, and observe that ¢¢w=2"w+ Zm,(p, — €)Sw(p, —¢€).
Compare Art. 65, Ex. 1, p. 92.]

Ex. 3. The function ¢« corresponding to the extremity of the vector &

drawn from the centre of mass is

Paw=c¢duw+ XV Vuw,
where ¢ corresponds to the centre of mass; the principal axes at the
extremity of &y are the normals to the three confocals.

S ¢-u)y o= -1,
which pass through that point ; and the locus of points at which one of the
moments of inertia is equal to 7 is the quartic surface :

So(M-'¢+To2- M) 'o=-1.

[If poa=Ilu=da+H Ve Var, we have (¢+MHTw?-I)a+ MHTSary=0,
etc., and u=M"'I- T3 Compare Art. 101 (xx.) and (xx1.), p. 162.]
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Bx. 4 A body under no applied forces moves about a fixed point.
The equation of motion ¢+ Vwdw=0, furnishes the integrals

=0, Swpw=-A?
where 6 and 4 are constants of integration. Interpret this result.

(a) The equation Swpw= — A% may be regarded as representing an ellipsoid
fixed in the body which rolls upon a plane fixed in space, and represented by
the equation Swf= —4? the point of contact being the extremity of the
vector w,

(b) The equation #*Sww — h*pw?=0 represents a cone fixed in the body
which is the body locus of the instantaneous axis of rotation ; and because
the rate of change of w is the same with respect to the body as with respect
to lines of reference fixed in space (Art. 105 (x.)) it follows that this cone
rolls on the space locus of the instantaneous axis.

(c) The extremity of the vector w describes in the body part of the curve
of intersection of two quadrics fixed in the body (the polhode) Swdpw= — A2
and Swddw =68, and the locus of the same point in space is a plane curve
(the kerpolhode).

d) The vector 6, though fixed in space, describes in the body the cone
9°S604710 - 2@ =0 where g=T@ is the constant tensor of 6, and the extremity
of @ traces out of the sphero-conic in which this cone cuts the reciprocal
quadric 80¢10= - A3.

(e) The reciprocal quadric, fixed in the body, passes through a fixed point
in space, and the central perpendicular on the tangent plane at this point
varies inversely as the angular velocity.

(f) The relations

Spw(w+ Voa)=0, Séw(w- Vww)=0,
in which & is the rate of change of & with respect to the body, may be
obtained by differentiating the equation of motion. Hence

¢ . (Swiis + Ved?)= - Vo (& + Voo)
and ' ¢0(Swais + Voa?) =~ Ve Va(d + Vo) ;
and the vectors w, & and & satisfy a condition
SV (i - Vi) Vi (s + Vow)=0,
which is independent of the constants of the body. The corresponding
relation SVu(plw ~ 2Vwbw) VDwD 2w =0

connects o and its first and second deriveds pw and pPw with respect to
fixed axes.

(9) Knowing o at any instant and its first and second deriveds with
reference either to axes fixed in the body or in space, the function ¢ is
determinate to a factor.

Bx. 5. The angular velocity of a body moving under no forces about a
fixed point is expressible in terms of elliptic functions by the relation

w=(¢,+2)¥a where &=,/(423~ Iz—J) and $a+Vada=0,

a being a constant imaginary vector, 4>} being a linear function coaxial with ¢
and having for its latent cubic 4¢° - g —J=0.
[Compare Art. 84, p. 124. Here the assumed expression for w gives

$2($y+2) Yot V(¢ +2)had(dy +2)ha=0
or e(dy+2) Yo +(dy +2) IVadavm () =0,
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where m,(r) is the third invariant of ¢,+2. We may obviously take the
first invariant of ¢, to be zero without loss of generality, so that the latent
cubic of the specified type, and the differential equation for z is reduced to
Weierstrass’s standard form.

The function ¢, is of the form ¢£=a+bx+cw where x and y are the
auxiliary functions for ¢, and when the first invariant is taken to be zero,
3a+2bm"+cm'=0. The scalars b and c are arbitrary constants of integra-
tion. Assuming a=wui+ v +wk where 1, j, k are the axes of ¢, we see that
Au=(B- C)vw, Bv=(C— A)wu, Cw=(4 - B)uv, A, B and C being the latent
roots of ¢—the principal moments of inertia. Thus

. BC . c4 AB
e=Nc=aya-8" ‘/ @=B)B=-0) +"\/ (B=0)(C=4)

and the latent roots of ¢, are }b(B+C—24)-3e(CA+ AB - 2BC), ete.

Moreover since by delinition of a, we have Sapa=0, Sad?a=0 and also
a?=+1 as may be easily shown, we find Swpw=Sad(¢p,+2)a=c4BC and
(¢m)’=Saf(¢,+.z)a= —bd4BC, or in the notation of the last example,
cABC= - h? and b4 BC=g3]

Bx. 6. Resolve the vector of angular momentum ¢w, along and at right
angles to w, and investigate the relation of the components to the quadric
Swém=-1.

[Compare Art. 111, p. 181.]

Ex. 7. The motion of a freely moving body is known, and it is required
to determine as far as possible its dynamical constants.

[The mass cannot be determined, but if we know the particulars of the
motion of three points, the extremities of ¢, ¢; and ¢, we can find w from the
two equations ¢ — é,=Vw(e —¢,), é —é= Vlw(el )

In the next place, to find p, the vector to the centre of mass, we have

&=p+ Vo(g—p), and =5+ Vai(g—p)+ VoVl - p),
and because =0 the second of these relations gives p on solution of a linear
equation. To find the function ¢ corresponding to the centre of mass, we
differentiate w twice and use the results of Ex. 4, (f) and (g).]

Ex. 8. Given four particles whose united mass is that of a given rigid
body, it is required to connect the particles by a light frame-work, so that
the dynamical constants of the system may be identical with those of the

body.

[{f ¢A=—Zm;p,Sp;A where A is an arbitrary vector, and where the
vectors p,, etc., are drawn from the centre of mass of the body to terminate
at the particles of mass m,, etc., the problem is solved when we reduce the
function ¢ to the form

¢A= -aaSal - bBSPBA—cySyA - déSSA where aa+bf+cy+d8=0,
a, b, ¢ and d being the masses of the four particles and a, 3, y and § being
their vectors of position. Now for some scalar x, we have
za=80y8, rb= -Says, we=SafB8, rd=-8afy;
and we also have (Art. 65, Ex. 1, p. 92) .
VA= -TabVafSafA, m=2ZabcSafBy*

The second of these serves to determine z, for it reduces to m =z2abcd>a.
Substituting a for A in the first, we find Ya=.1rbedV (8~ 8)(y - 38) ; and when
we operate with Sa, S8 and Sy on this und similar expressions we have
Saya= —a23bcd(b+c+d), etc., SayB=etc. =aabed. It easily appears that

the six relations in a, 5 and y imply the remaining six involving § when
Saa=0.
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Assuming first any vector a which satisfies the condition
Saya= —2%cd(b+c+d)

—that is any vector which terminates on a certain quadric—we have next the
two relations SayB=a2abed, SBY L= —a?acd(a+c+d) which require the
vector B to terminate on a conic. Selectin there remain the three
equations Sayry=8@yy=z'abed, Syyry= - 1%abd(a+b+d) which determine
v a8 the vector to a point of intersection of a line and a quadric. Finally,
we have 8= —dXaa+b8+cy).]

ART. 122. When an impulse acts on a system of particles, the
velocity of the particle m, is changed from g, , to s, where
My (py—pro) =N+ A+ Agtete, i, (r)
where ), is the external impulse acting on m, and where A4, A,
etc., are the.impulsive actions of the particles m,, my, etc., on m,.
These impulsive interactions satisfy conditions analogous to (11.)
of Art. 119, and we obtain the equations
Emy(pr—prLo)=2N, ZmyVpy(p—pro)=ZVpAy, oo (i)
which are independent of the interactions. The work done on
the particle m, by the impulse is (Thomson and Tait, Art. 308)
—=3S(p,+ pro) A F A+ A g Fete.), el (1)
and the total work done on the whole system is
W = —328(p,+ 1,00\ — $ZS (b1 — pa+ fr.0— Pr.0) Mg ---(IV.)
For a rigid body it is frequently convenient to define the motion

by the velocity (o) of the point of the body coinciding with
the origin and the angular velocity (w). Thus g, =c—Vpe,

and if A=2A, u=2ZVpA, ¢0=2Vp,Vup, .cccccvun.u. v.)

80 that A is the resultant force and ux the resultant moment of
the impulse with respect to the origin while ¢ is the inertia
function corresponding to the origin, the equations (11.) become

M(c—0y—Vp(w—w)))=\, MVp(c—a))+¢(0—wy)=pu; (VL)
and because A, is parallel to the line joining two particles and

therefore perpendicular to g, — g, and to g, — g, ,, the expression
for the work done is independent of A, etc., and reduces to

W= —1S(c+0)A=3S(@+ )i, crveveeennnn.. (viL)
because we have

ZS(o+ay— Vo (0+w))A =S(0+a0) ZX, +S(w+wy) ZVp,A,.
When the origin is taken at the centre of mass, (V1.) becomes
M(o—a))=N\, Po(@—@)=p, «evureerurenn.. (vi)
where ¢, refers to the centre of mass, and thus we have at once
o=0o+ M N\, wo=wy+ @, ;5 coerenrinnnnnn (1x.)
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or, in the language of the theory of screws, when a free body
having an instantaneous twist velocity (o, «,) is acted on by
an impulsive wrench (u, A), the instantaneous twist velocity
immediately after the impulse is (oo+ M-\, w,+¢, 'u), the
centre of mass being the base-point. (See p. 171.)
( Wl}l)en the origin is taken at an arbitrary point, we may replace
VL) by
M(o—a,— Vp(w—wy))=A\, ¢y(w—wg)=u—Vp,...... (x))

where (o, w), (0 w,) and (u, A) are referred to the origin as
base-point and where ¢, corresponds to the centre of mass. This
is easily shown in various ways.

The form of the expression (vIL) is independent of the choice
of base-point. In particular when the base-point is at the centre
of mass, we find from (viL), (viiL) and (1X.),

« W= —}(Ma®+Swpyw)+3(Moe? + Swypew,)
= —3(M- A2+ Sugy 'u) —S(eA +@gue). -evvenen. (x1.)
Ex. 1. Prove that the solution of (v1.) is

(0 - wg)(m -+ MSpxp+ MSpdp. p%)
=(V+HxpSp+ M VpVp+ M’p*Sp)(u—Vpl); M(o—0e)=A+HVp(w-w,),
where m is the third invariant of ¢ and where x and y are the auxiliary
functions.

[Compare Ex. 5, Chap. VIIL., p. 102.]

Ex. 2. A rigid body is moving in any manner and an impulsive force is
applied to a given point of the body so as to cause that point to move
instantaneously with a given velocity. Determine all particulars.

[The centre of mass being taken as base-point, and a being the vector to

the point in question and a being the velocity of the point, the equations
Ho-o))=A ¢P(w-w))=Val, oc—Vaw=a
serve to determine the unknowns o, w and A. We have on elimination of
o and A, ¢w - HaVaw=¢uwy+ H Va(a-uv,); and by Ex. 5, Chap. VIIL, the
solution may be written
(0 —wy)(m — MSadpxa+ H2a?Sada)=MYVa(a- ay) - ¥*VaVaVa(a - ay),
where ay=0,— Vaw, is the initial velocity of the point. Hence in terms of
 — w, a8 given by this equation
o-0yg=a—ay+Va(w—w) and A=H"1(o-0,)]

Ex. 3. A rigid body is moving in any manner. Suddenly a line in the

body is constrained to move in a definite manner.

[1f « and B are the vectors from the centre of mass to two points on the
line, we may suppose the impulsive wrench to consist of forces A and A’
applied at the extremities of « and 8. Hence

M@ -o)=A+X, $(@—w)=V(er+8X), o=a+Vaw=LS+VfBow,

where @ and /3 are the velocities of the extremities of a and 8. From the
first and second equation we deduce S(8- a)p(w—wy)+ HSaf(o -a,)=0,
which asserts that the moment of momentum about the line is unchanged.
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We also have w=(a - B+.t)(a —8)7!, where z is a scalar to be determined
by substituting for w and o in the equation just found. Solving the linear
equation for x we find w, and hence o and A and \'.]

Bx. 4. A rigid body is moving in any manner. It is required with the
least possible expenditure of energy to cause a given point to move in a
given manner.

[Writing equation (x1.) in the form

W= —§(H#(a+Vaw)+Swpw)+$(H (a+ Vawy) + Swypw),

we express that this function of w is & minimum. We find
¢w— MaVaw=HVaa,
and as in Ex. 2, this gives
w(m — MSadpxa+ Ha3Sada)= My Vaai - ¥*V$aVaVaa,

and substituting in o=a+Vaw, in $(w—-w)=p and in M(oc-og)=A, we
determine the impulsive wrench and the instantaneous twist velocity.]

Ex. 5. If pand p' are the pitches of the screws of an impulsive wrench
and of the instantaneous twist velocity produced by the wrench on a free
uiescent rigid body ; if also @ and @’ are the vector‘})erpendiculars from
the centres of mass on the axes of these screws, Mo=M(p'+T)w=A,

p=(p+®)A=do.

(a) Hence in terms of A and o,

P=M8lo™, &'=H""'VAu; p=S¢holl, B=Vouwr!;
MTo)(p?*+Tw?)=TA, TAJ/(p*+Tw?)=Téow ;
TeUw=M/(p*+To?/(p?+To?).

(b) The shortest vector from the axis of the impulsive screw to that of
the instantaneous screw is @' (Sww'~1-1).

(¢) Show that

$o. 0 =M(p+B)(P+0); A=HF+D)$(p+B)A;

and express the moment of inertia about the line through the centre of mass
parallel to the instantaneous axis in terms of p, p’, @ and @'

(d) The cosine of the angle between the axes of the two screws is
p’(p”+Tm"’)_* ; and if the axes are parallel, that of the instantaneous screw
passes through the centre of mass or else the instantaneous motion is a

translation. In the former case the pitch and vector perpendicular on the
axis of the impulsive screw satisfy the condition

TSPAA-1=pVPAAL

Bx. 6. Determine the dynamical constants of a free body by observing
the effects produced by impulsive wrenches in starting the body from a
given position.

[If p is the vector from a tixed origin to the unknown centre of mass,
if an impulsive wrench is (x, A) and the corresponding twist velocity is (o, w)
for the Kxed origin as base-point, the equations are (compare (x.))

H(e-Vpu)=A, ¢o=p—-Vpi,
together with others with accented letters ¢/, o', u', X, 0", w’, u’, A" for
other impulsive wrenches and the corresponding twist velocities. From
these equations ¥, p and ? (corresponding to the centre of mass) are to be
determined. The mass follows at once from the first equation, and we have

M =SAo(Sow)™ =S\ (8’w’)1=SA"w" (80" w") L.
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The vector p is given by
V(e=H'A) (o' - H\)=VVpoVpw'= —pS(c - H-1N)w'.

And the function ¢ can be found from three couple equations. Some rather
elegant identities connecting the wrenches and the twist velocities may be
deduced from this beautiful problem of Sir Robert Ball’s.]

Bx. 7. An impulsive wrench of given pitch and intensity is aﬂplied to
a free quiescent rigid body. The axis of the screw of the wrencl
through a fixed point; find the direction of the axis so that (a) the kinetic
energy, or (b) the angular velocity, generated by the impulse may be as
great as ible.

[The ase-goint being taken at the centre of mass, we have M.o=A,
d>w=§p+ Vy)A where TA, p and y are given. The kinetic energy is
-3S(p+Vy)A —l(ll)‘-’. Vy)A -3 M-1X2 and if this is a maximum subject to
the condition that TA is given, we have (p— Vy)¢~1(p+Vy)A=gA where
g i8 a scalar—a latent root of the self-conjugate function on l%e left, and for
a maximum g is the greatest latent root. e kinetic energy is

$(g+M1)TAS.

The least latent root answers to minimum kinetic energy. For a maximum
or minimum angular velocity deal similarly with the equation

(2-V)¢~(p+Vy)A=g'A]

Bx. 8. An impulsive wrench (4, A) is applied to a free rigid body
moving with the instantaneous twist-velocity (o, w). The change in the

kinetic energy is T-S(wp+a),
where 7' is the kinetic energy that would have been generated were the
body at rest.
(«) With the same meaning for 7, show that the wrench
(5 A).S(op+ad). T
on the arbitrary screw (u, A) leaves the kinetic energy of the body
unchanged.

(b) The centre of mass being base-point, any wrench on the screw
(¢pw, M), acting on the body when moving with the twist-velocity (o, w),
leaves the screw of the instantaneous twist-velocity unchanged.

Ex. 9. Two bodies collide. Assuming that the impulsive interaction up
to a certain stage of the impact is equivalent to a single force (A) at the
point of contact, the equations of motion are

Mi(o) ) =], P —0)=Va,d; Moy ~a)=—A, dg(w) —wy)=—Val,

where (0,, @) and (o), w,’) are the twist-velocities of the body Af; just
before the commencement of the impact and at the particular stage of
the impact under consideration, the centre of mass of M, being %mse-
point ; where ¢, is the inertia-function of A, corresponding to its centre of
mass, and where a, is the vector from the same origin to the point of
contact ; 0y, wy, 03, w;, Pg and ay being in like manner related to the body
M, and to its centre of mass. .

(a) The relative velocity of the points of the bodies in contact is
o/ +Vu,/q, -0y - Vojag=0y+ Vaya, -0y = Vogag + (M1 + M)A
+V.¢ Wad.ay+ V. 'WVagh.ag;
or briefly, it is T'=7+PA,
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where & is a certain self-conjugate function determined by the circumstances
of the impact and where 7 is the initial relative velocity of the points in
contact.

b) For perfectly smooth bodies, VAv=0, where v is the normal to the
ies at the point of contact, and the value of A corresponding to the end
of the “first period” of impact is
= —vSvr(Svdv)1;
and the twist-velocity of the body A, immediately after the impact is
(o= (1 +e) M, WwSvr(Svdv)!, o, —(1+€)P, " Va, Sy (Svdv)1),
where e is the coefficient of restitution.
(c) The total loss of kinetic energy is
- (1-e)Sr. (Svdv)L
. (d) For perfectly rough bodies, Vr'v=0. The value of A corresponding
to the end of the first period of impact is A= — ®~1r, and the twist-velocity
immediately after the impact is
(1 +O M7, o —(1+e)Vad-ir).
(e) For perfectly rough bodies, the loss of kinetic energy is
-(1-e)SrdIr.

ARrT. 123. When a rigid body is not perfectly free but
constrained in any manner an impulsive wrench will in general
be partially neutralized by the reaction of the constraints.
Referred to the centre of mass as base-point, we have for a
quiescent body,

Mae=A—=A, po=p—p, ccoverereiiinnanens (L)

where (u, A) is the impulsive wrench and (u, A,) the wrench on
the constraints, or where (—u, —\)) is the reaction of the
constraints. In order to determine the instantaneous motion
produced by the impulsive wrench (u, A), it is necessary to know
the evoked wrench (u, \,). We consider the case in which the
constraints are smooth, or so that no evoked wrench can generate
any motion. In this case the work done by the wrench (u, A))
must be zero, or we must have (Art. 122 (viL))

S(ue+A0)=0, cccoovviiiiiiiiininininns (1)

where (u, A,) is any wrench arising from the constraints and
‘where (o, w) is any possible twist velocity of the body. The
screws of (u,A,) and of (o, w) are said to be reciprocal when
this condition 1s satisfied; and for smooth constraints, ever
possible twist velocity is reciprocal to every possible wrench
ariging from the constraints.

A body with one degree of freedom can move only one way
from a given position, by a twist about some definite screw
(o1, @) A body with two degrees of freedom can move in a
singly infinite variety of ways from a given position; if (s, w,)
and (o, w,) are two screws about which the body can begin to
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twist, it can begin to twist about every screw of the two-system
(2,0, + 409, T,0,+X00,), Where ®, and x, are scalars, as easily
appears from the composition of small displacements (o, dt,, w,d?,)
and (oydty, w,dty). Similarly a body with n degrees of freedom
can begin to twist about any screw of the n-system (Zx,0,, Zx,0,),
where (o}, ,) ... (on, wn) are n independent screws about which
the body can begin to twist; and being given 7 independent
screws about which the body can begin to twist, all possible
initial motions belong to a given system of twists. Every
wrench reciprocal to n indepengiant screws of the freedom is a
wrench arising from the constraints, for every such wrench is
reciprocal to every possible twist on account of the linear
character of the condition of reciprocity (iL), and no such
wrench can generate any motion in the {ody. By expressing
that a wrench (u, A) is reciprocal to » screws of the freedom,
the number of its arbitrary constants is reduced from 6 to 6—n
since n conditions (I1.) must be satisfied ; and thus the screws of
the constraint compose a system of order (6—m=). This system
can be determined when the system of the freedom is known,
and conversely.

Again knowing the system of screws of the freedom we can
determine what gir Robert Ball calls the screws of the reduced
wrenches. A reduced wrench causes no reaction on the con-
straints; it produces the same initial motion as if the body were
perfectly free. In equations (1) the wrench (u—pu, A—2A) is a
reduced wrench, or (¢w, Ma) is the reduced wrench correspondin
to the twist velocity (o, w). The system of screws of the reduce
wrenches is (¢Zxw,, MZx,0,) when that of the freedom is
(Z2,0, Z2100).

Suppose now that we select = independent screws of the
n-system of the reduced wrenches and 6—m= screws of the
(6 —n)-system of the constraints, and that (Art. 102) we resolve
an impulsive wrench (u, A) into its components on these six
screws, we shall have (compare (XVL.), p. 166),

p=p'tu, A=SNHA, v (1)

where (u’, \') is the component of (u, A) belonging to the system
of the reduced wrenches and where (u, A,) 18 the component
belonging to the system of the wrenches of the constraint.
The instantaneous twist velocity is then given by the relations

o=M"N, 0=¢" " coereirriiiiiinnnn (v.)
Ex. 1. Prove that
p=¢A, p'=-¢'\
represent respectively a three-system of screws (1, A) and the reciprocal

three-system (u', A’), ¢ being a given linear vector function and A and A’
being arbitrary vectors. .
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[Comémre Art. 102 (1v.), and observe that if (u/, A’) is reciprocal to every
screw of the system (u, A), we must have S(uA’+p’A)=0 or SA(H'A’+u)=0
for all vectors A.]

Ex. 2. Determine triads of co-reciprocal screws of a three-system.

[If the screws (my, A;), (ng, A;) and (py, Ag) of the system p=cA are
mubually reciprocal, SA(+$) Xy=0, Shaigt #)As=0, SAfb+$)hy =0
or A, A, and Ay are parallel to mutually conjugate radii of the quadric
Sp(¢p+¢’)p=const. us

M+, LI@+e) Y, A l@+6) 3,

where 7, j and £ are three mutually perpendicular unit vectors.]

Ex. 3. Determine sextets of co-reciprocal screws.

[Take any triad of co-reciprocal screws of a three-system p=oA, and any
triad of co-reciprocal screws of the reciprocal system p= —¢'A.]

Ex. 4 Resolve a wrench (or twist) into its components on six co-
reciprocal screws.

[If (pgy Ay) .. (12 /\x) are the six co-reciprocals, we can find a linear
function ¢ so that"aﬁ, ) (;3, Ag) and A,,Fbelong to the system p'=¢\’;
and then (pu,, A,), (ug, )L,s and (pg, Ag) Will belong to the system pu’= —¢'A”".
We assume for the given wrench (i, A) that u=¢pA’—d’'A” and A=A"+1r";
whence we have generally A'=(¢+¢') (1 +¢'A) and A"==(d+¢) (.- $A),
and it only remains to resolve A’ along A, A; and Ag and A" along A,, A; and
Ag in order to obtain the required relations p=3zu,, )\=Ez‘,)\,.f

Ex. 5. Find the (» - 6)-system reciprocal to a given n-system.

[This has been effected in Ex. 1 for =3. Let n=4, and for any three
screws of the sKstem construct the function ¢. Resolve any fourth screw
(ny An) a8 in the last example, so that p,=¢A'—¢'A"and A,=A"+A" and
take two vectors A; and Ay which with A” compose a mutually conjugate
triad with respect to Sp(¢+ ¢’)p=const. Then

(= 25" A~ 7' Agy ZsAs+TgAs)
is the two-system reciprocal to the four-system. To determine the four-
system reciprocal to a given two-system, take any function ¢ satisfying
P =PpA,, pg=pAg, Where (1, A;) and (ug, A;) are two screws of the two-system,
and determine the vector A; conjugate to A, and A; with respect to the
quadric Sp(¢+ ¢ )p=const. The required four-system is
(ZspAs—'N, zAs+X),

where A’ and z; are arbitrary. Similarly we may proceed in other cases.]

Bx. 6. Show that

S(pA’ +p'A)=(p+p)SAN +8(y - ¥) AN,

where p and p’ are the pitches of the screws (i, A) and (, A’), and where

and y' are the vectors to points on their axes. Interpret this result,

and show that
—S(uA' +p'A)=(p+p)cosu+dsinu,

where « is the angle and where d is the shortest distance between the axes.
Ex. 7. A body twisting along the screw (o}, v,) is suddenly constrained
to twist along another screw (og wg). Determine the motion.

[If (2o, xw,) i8 the twist velocity just before the change and (yog yw,)
that just after, we have

M (y(o3— Vpwy) —2(ay — Vpw))) =4, yduy—rdw=p-Vpl,
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where (i, A) is the wrench arising from the constraint which produces the
change of motion. This wrench is reciprocal to (o, w,), so that

S(oyA + wou)=0.
Substituting we easily find y to be given in terms of x by the relation
Y(H (03— Vpwp)® + Swypwy) =2 (HS (0, — Vpw) (0, — Vpws) +Sw,dw,). ]

Ex. 8. A body oscillates under the action of a conservative system of
forces, and at a certain part of its swing the motion is suddenly changed from
a twist about one given screw (o, w;) to a twist about another (ow, ®,).
Show that the twist velocities just before the sudden changes of motion at
the beginning and end of a complete oscillation are in the ratio

(Mo +Swdw) (Hog? + Swgdpw,) : (M Sa 03+ Sw dwy)?,

the base-point being coincident with the position of the centre of mass at
the instant of the change of motion.

[This is the general case of a self-closing gate. By the last example
V(Mo + Suypuy)= (M Sa,0, +Sw,buy)
and Y(HSa,0s+ Sw,Ppw,) =2 (Ha 2+ SwPpw,),

where x : 2/ is the ratio of the twist velocities just before the change from
the screw (o, w,) to the screw (o, w,;) and just after the change from (o, w,)
back to (o}, @;). The system of ?orces being conservative, the magnitude of
the twist velocity throughout the partial oscillation during the continuous
part of the swing depends solely on the position of the body, and is the same
just after the su%iden change from (o, w,) to (o, ;) as just before the next
sudden change from (o), w,) to (og, ;). &‘0 show that x is greater than « or
that (Mo?+Sw,pw,)(Ho,?+ Swpw,) — (M 8o 0y +Sw,Ppw,)? is positive, turns
on the fact that a?(3?+ y?6?— 28a3Syd is positive when a, 3, ¥ and § are real
vectors. The value of this expression lies between the limits (Taf + TyS)%.]

Ex. 9. An impulsive wrench reciprocal to the instantaneous twist
velocity of a free body at the moment of its application increases the kinetic
energy.

[The change of kinetic energy (Art. 122 (x1.) is —3Su¢~'p— 34112 and
this is equal to the kinetic energy which the wrench woultr enerate were
the body at rest.]

Ex. 10. Determine the dynamical constants and the constraints of a
rigid body by observing the effects of impulsive wrenches applied to the
body when placed in a given position.

[Let (i, Ay), (3 A,) and (0, ;) represent an impulsive wrench, the
corresponding opposing wrench arising from the constraints and the twist
velocity produced. We know (o}, w,) gv observation—that is, a screw of the
freedom. A second impulsive wrench (| Aﬁ being applied, we find a
second screw of the freedom (og, w,), pmvid:tf we have not oy =toy, wy=tw,. In
this second case, however, we have a screw of the constraint, for the impulsive
wrench (pg -2, A;—?A,) generates no motion. Administering a third
wrench we obtain similariy either a new screw of the freedom or a new screw
of the constraint ; and from the results of applying six independent wrenches,
the screw systems of the freedom and of the constraint become completely
known. These systems being known, we can by (111.) resolve an impulsive
wrench (u,;, A,) into the reduced wrench (g, A,") and the evoked wrench
(#1 Ay); and we have as many sets of equations M (o, — Vpw)=A/,
£w1='u,l'—Vp)\l' a8 degrees of freedom. TFor one degree of freedom, the

rst equation gives the mass M =Sw;A, : Swoy; and a line locus

Vo, (pSwy Ay - Voy4,)=0
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for the centre of mass. Eliminating p between this and the second equation,

the result is .
V. Vo A/(iyy — p0)Sw A= A/SVu, A/ VoA
or separately,
SA/'$w =8A/u" and Swdu, =8 (0’ +01A)) = A 285y0, (Sw)Ay)

The body has therefore a given moment of inertia (Sw;~'¢w,) round w,, and
a given product of inertia (—SUw,¢UA,") with respect to Uw, and UA,’; but
it is otherwise indeterminate.

For two degrees of freedom, the two force equations completely determine
p, and the couple equations give completely ¢w, and ¢ws There remains
only one unknown constant, the moment of inertia (SVw,w;7'¢Vw,w,) with
respect to the line perpendicular to w, and

e dynamical constants are compﬁetely eterminate in the case of three

degrees of freedom. Compare generally Art. 122, Ex. 6.]

Ex. 11. Two three-systems of screws can be in one way correlated, so
that each screw of one system, regarded as an impulsive screw, corresponds
to a screw of the other system regarded as an instantaneous screw. (Ball,
Treatise, Art. 318.)

is has been virtually proved in the last example. We have to show
that if o=¢,w and p=¢;A are two three-systems of screws, it is possible to
design and place a rigiﬁ body so that M(o—-Vpw)=A and ¢uw=p-VpA
become identities when o and p are repl in terms of A and w and when
a one-to-one relation is established between A and w. Substituting for u
and o, we have #(¢, — Vp)o=A and pw=(p3— Vp)A, 8o that

$o=H(ds~ Vo) (s~ Vo)L= M (b, + Vp) (s + Vp)A,
remembering that ¢ is self-conjugate, and this holds for all vectors A. Hence

(bsthy — D1'b) A = VXxupA = Vxg'pA =0,
where x, and x, are Hamilton’s auxiliary functions for ¢, and ¢,. And
because A is perfectly arbitrary, we have (x,+ X3)p=2€, If ¢, is the spin-
vector of ¢g¢p,. Thus the vector to the centre of mass is 2(x;+ xs) '€y, and
hence ¥ “qg is expressed in terms of ¢, and of ¢,. The two three-systems
are connected by the relation M(¢, — 2\7()(,+x2')“e2 Jo=A, so that to each
screw of one system corresponds a definite screw of the other.]

Bx. 12. Screws (u, A) and (o, w) are connected by the relations
A=¢o+ 0, p=dw+d, .
where ¢,, ¢4 ¢ and ¢, are four given linear vector functions. Find the
conditions that (@', A’) should be reciprocal to (o, w) whenever (u, A) is
reciprocal to (¢, ’).

[The general relations of this example establish a homography between
screws (u, A) and (o, ») ; and when the conditions of mutual reciprocity are
satisfied, the homography is said to be chzastic (Ball).

The conditions are simply
S(Ad’ + po')=8S(No +p'w)
or  So(dyo+bew)+Su(hsw + $i) =50 (o' + by + B0’ + b
where w, o', o and o’ are arbitrary vectors. Putting  and o’ both zero, it
appears that ¢, must be self-conjugate. In like manner ¢ is self-conjugate,
and the condition reduces to So'(¢, — ¢, ) =Sa(¢ps - ¢,')o’, which requires ¢
to be the conjugate of ¢p,. Thus the general chiastic homography is defined
by relations of the form
A=¢o+ ¢, p=csw+dyo,
where ¢, and ¢, are self-conjugate.]
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Ex 13. The screws of impulsive wrenches applied to a free rigid body
at rest in a given position (or the screws of the msuced wrenches applied to
a constrained bocg'o)s are in chiastic homography with the screws of the
corresponding instantaneous twist velocities.

[Here A=M(c—Vpw), p= l?m+IV p(c— Vpw) and the conditions are
satisfied. This may be seen still more simply by taking the base-point at the
centre of mass.]

Ex. 14. The united screws of a chiastic homography are co-reciprocal.

[For a united screw p=20, A=2w, and for a second united screw pu’'=zc",
A'=2'w/, and hence zS(cw’ +0’w)=8(pw’'+0’A)=S(p'w+ s’ )=2/S(c’ 0+ 0o,
80 that the screws are reciprocal or else z=2'. In the latter case every screw
of the system (o0+¢”, w+tw’) is easily seen to be a united screw of the
homography. The theory is quite analogous to that of the axes of a self-
conjugate function. The united screws in the general homography are to be
determined b{ solution of the equations zw=¢$,0+ Py, 20=Py0+¢@. On
elimination of o, we have

byw=(dy— z)$; (3 — z)w.
Compare Art. 115 (x.), p. 186.]

Bx. 15. There are n real pnnﬁzfal screws for every position of a rigid
body having freedom of the nth order, so that the body will begin to move
from rest along one of these screws when a wrench is administered on that
screw.

[For the centre of mass as base-point, if (i, A) is on a principal screw, we
have p=2x0, A=zw and also —;z,=¢o; an#k—z\,:la-. Now if (u',,, )
(oy wy), etc., are screws of the g‘eedom we deduce from these expressions Re

n conditions
28(0 0 +ow)=Swdw, + ¥Soa,, etc. ;

because the evoked wrench is reciprocal to eve? screw of the freedom.
Also w=23¢,0, and o= 2t,0,, and on substitution for w and o and on elimi-
nation of the scalars ¢, a determinant of the nth order in x is obtained.
Putting x equal to one of the roots of this equation, the scalars ¢ can be
found from n—1 of the conditions.

Just as in the case of self conjugate functions, if a root x is imaginary
(«'++/=1z"), the corresponding principal screw is imaginary

(@ +V=1¢", N+J=-1L");
and there is a conjugate principal screw (o’ —~/=10”, X'=+/=1)A"). By the
last example these screws are reciprocal, and we find that
Sw'dpw’ + Ho? + Sw”Pu” + Mo’

must vanish. This cannot be because the energy of a body moving with a
real twist-velocity (o, w) or (0", ") is essentially positive.]

Bx 16. A body which is imperfectly free moves under no applied forces.
Find the conditions that the instantaneous screw should be permanent.

[When the instantaneous screw is momentarily stationary it is said to be
permanent (Sir Robert Ball). For the centre of mass as base-point, the
equations of motion are

H(5+Voo)=-¢, o+ Vodo= -1,

where (7, £) is the evoked wrench. The condition of reciprocity gives
Sm¢ép+ﬁSo-6'=0; and for a;{permanent screw @=2zw, 6=x0, and we must
have =0 because Swdpw+ Ho? is essentially negative. By means of the
equations of constraint we can eliminate £, and 7, from the conditions

MVor=-§, Vopu=-n,]
J.Q. o
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Ex. 17. To find the principal and the permanent screws for freedom of
the third order.

[Here o=, » where ¢, is a given linear function, and the screws of the
constraint belong to the reciprocal three-system u,= —¢,' A. For a principal

screw
po=20-p=2dpw+$/A, Upo=20-2A,;
and on elimination of A, we see that
($+ 43/ pJo=2z(d1+ ),

80 that o is an axis and x a root of a determinate linear vector fm.xction.
For a permanent screw,

Vodo=—n,=¢E, MVodo=~-¢,;
and on elimination of £, we find
Vo(é— MY )o=0

and v is now an axis of the new linear function ¢ - My,.
In the a&ecml case of rotation about a fixed point the principal screws
coincide with the permanent screws.]



CHAPTER XVL
THE OPERATOR V.

(i) The Associated Limear Functions.

ART. 124 In Articles 54-57 we investigated some funda-
mental properties of the operator V, and we propose in the
present chapter to supplement and develop the results already
obtained and to illustrate the application of the operator to
physical investigations.* Compare pp. 69-77.

In the first place we shall consider the invariants and the
auxiliary functions for the linear function

¢a=—SaV.s, ¢'a=—VSas,....coceeernrnnnna(L)

* Hamilton’s writings on the operator V consist, so far as I am aware, and I
have searched through his mnuncrixte in the library of Trinity College, of a
communication to the Royal Irish Academy (July 20, 1846) which is published
in the Proceedings, Vol. iil., p. 281, and practically reprinted in the Phil. Mag.
of the following year, and of Art. 620 of the Lectures on Quaternions. In the
Lectures he writes : * The bare inspection of these forms may suffice to convince
any person who is acquainted, even slightly (and I do not pretend to be well
acquainted), with the modern researches in analytical physics, respecting
attraction, heat, electricity, magnetism, etc., that the equations of the present
article must yet become (as above hinted) extensively useful in the mathematical
study of nature, when the calculus of quaternions shall come to attract a more
general attention than that which it has hitherto received, and shall be wielded,
as an instrument of research by abler hands than mine.” He denoted the
operator by the symbol 4. In the Elements the operator occurs in a disguised
form in Art. 418 (v.), V being replaced by - Da where a is the vector o] d.
In the first note to Art. 422 of the same volume and in & letter to Dr. S8almon
(Graves's Life, Vol. iii., p. 194), he announces his intention of concluding the
work with a brief account of a ‘‘quaternion transformation of a celebrated equation
in partial differential coefficients, of the first order and second degree, which
occurs in the theory of heat, and in that of the attraction of spheroids.” Un-
fortunately the volume was left unfinished at his death.

The applications, predicted by Hamilton, have been®made by the able hands
of Tait, as will be seen on reference to the volumes of his collected Scientific
Papers (Cambridge, 1900), and to the last edition of his T'reatise on Quaternions
(Cambridge, 1890). M¢‘Aulay has also made valuable additions to the subject in
his Utility of Quaternions sn Phy~ics (Macmillan, 1893), and the note in the
Appendix to the new edition of %amilton’s Elements (Vol. ii., pp. 432-475) may
perhaps be consulted with advantage.

No satisfactory name has been proposed for the operator. The author prefers
to call it Hamilton’s delta or more generally delta.
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which we noticed in Arts. 112 and 113 in connection with the
theory of heterogeneous strain. See p. 181.

When the points of a field receive a small continuous dis-
Placement so that the vector to a point changes from p to p+odt
‘where df is some small scalar and where o is a continuous
function of p, the vector p+a to a neighbouring point changes
into p+a+(o+¢a)dt. 'Fhe vector line-element a at the ex-
tremitly of p accordingly changes into a+¢a.dt. The vector
area-element Vaf becomes V(a+ ¢a . dt)B+ ¢B8 . dt), or, neglecting
the square of dt, this is (Art. 65 (1v.), p. 91)

VaB+V(apB+¢aB).dt or VaB+xVaeB.dt

The volume-element —SafBy changes into
—SaBy—ZS¢aBy.dt= —SaBy(1+m"dt)

when we neglect the square of df. If o denotes the velocity of
the points in the field, varying from point to point, and if df is
the element of time; if dp, dv and dv are respectively a vector
line-element, a vector area-element and a volume-element, at the
extremity of the vector p, the rates at which these elements
change are

D..dp=¢dp, D..dv=xdy, D;.dv=m"dv; ......... (i)

and these relations clearly indicate the meanings to be attached
in this case to g, x and m”. The scalar m” is called the
divergence and SVq is the convergence.

Again the small strain at the extremity of p due to the dis-
placement gd¢ may be resolved into a pure strain, which converts
a into a+3(¢p+¢)a.dt, and a rotation represented in magnitude
and direction by edt where ¢ is the spin-vector of ¢; for we have,

if ¢o=1(p+9¢),
a+¢a.dt=(14+Ve.dt)(a+ pa.dt)=(1+ ¢,dt)(a+ Vea.dt)

when we neglect d®. Hence the spin-vector e represents in
magnitude and direction the angular velocity of the element at
p when o denotes the velocity of its points in the field.

It remains to exhibit ¢, m” and y 1n terms of . We have for
any three vectors

VBy.¢a+Vya.¢B8+VaB. ¢y
o= —(VBySaV+VyaSBV +VaBSyV).o
= =VoSaBy=(m"—2¢)SaBy;
and the first quaternion invariant (Art. 67, Ex. 7, p. 97) is
m’'—2=—Vo, and m”"=—-SVs, e=34VVo. ...... (1)
Further, xa=VVVaqs, xa=-V.VaV.q, .ccvvuvreennn. @iv.)
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because, for example, xa=(m"—¢)a= -SVs.a+SaV.s. It is
evident that x" and ¢ have the same spin-vector. The vector
2¢ or VVo has been called by Clerk Maxwell the curl of the
vector o.

The function v and the invariants m’ and m are related to
the transformation which converts vectors p into vectors o where
o is a given but arbitrary function of p. As in Art. 63, if do,
dv,(=Vded's), and dv,(= —Sdod'sd”s), are the elements into
which the elements dp, dv and dv at the extremity of p trans-
form, we have do=¢dp, dv,=v/dy, dv,=mdv. To calculate v
in terms of o it is necessary to use tem(f)ora.ry marks to associate
the corresponding operator and operand, and we find (p. 90)

YVaB=V¢'ap’8=VVSas. V'SBs'=VVV'SasSSs".
Now we may also put
YVaB=VV'VSas'SBo= —VVV'Sas'SBo,
so that on addition,
YVaB=34VVV'(SacSBs’—Sac’'SBr)= —34 VVV'SVes'VaS;
or for an arbitrary vector v,
Yy=—34VVV'Sao'y, Y'y=—-3SyVV' . Voo, ....... (v.)

and in these expressions the accents are to be removed after the
performance of the indicated operations.*
Just a8 in (111.) we find the quaternion invariant of v/,

m —2¢e=—3VVV'Va0', ccccvnivrrninnnnnnn. (vL)
remembering that ¢e is the spin-vector of ' (Art. 68, p. 98).
Thus m'=—=3}SVVV'Vgq', ¢e=1V.VVV'Vqs ........ (VIL)

and this expression for ﬁc should be verified by operating with
¢ on the value already obtained for e.
It is also a useful exercise to verify that the third invariant is

m=38VV'V'Saa's”, c.ocevvrrririniennnns (vi)
but a more familiar form of this invariant is

“ou

m= R LI LI (Ix.)

g 919 8¢
QP QY Q|
Q1P QI

*The device employed here is quite analogous to a transfqrmation in Aron-
hold’s symbolic notation. :
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which .is obtained by putting p=tx+jy+k2, c=iu +jv+kw
and m=—S¢i 'M__sala_‘ia_“' (x.)
= )P = 2 3y r-YalRLLLLLEDRAEE
Ex. 1. Show that in terms of 4, j and &,
ga= -3 sai, ¢a=-m%"%—‘:a; =32, wd(%%’-%"%‘” .

Ex 2. In terms of three arbitrary differentials of p and of the corre-

sponding differentials of o,
ZdoSad'pd”, ZdpSd'od’a Sdod'ed"s

= "Sdpdpd’p * V*= Sdpdpd’p * ™ SApdpdp
vio, 2do.Vdpdp , . Sdp.Vdodo
m +2¢—"‘—Sdpd'/_’xl' 'P y m 2¢¢— Sdpd'pd”p d

(a) 1If ¢,do, write down the corresponding functions for ¢, and find
the relatigllx': between them ang those for fo g ‘ P

Bx. 3. Prove that

Ou Ou Ou Oz Or Oz =1
o %y o v %v Jw |
ov v Ov Oy Oy Oy
2z Oy Oz ou v ow
Oow Ow Ow %t Oz Oe
% o % || u w Dw

Ex. 4. If o, a vector function of p, satisfies a scalar equation f(o)=0 for
all values of p, the third invariant m of the function ¢ vanishes ; and con-
versely if m vanishes o satisfies an identical relation.

[If do is the differential of o corresponding to an arbitrary differential
of p, we have df(s)=0 or (say{) Spdo=0. ence the three differentials
of o corresponding to three arbitrary differentials of p are coplanar and
8dod'ed"o=0. Converselﬂ, if m is identically zero, three differentials of o
corresponding to three arbitrary differentials of p are linearly connected, or
UWo +Ud'c+rd"c=0, suppose. Hence o can receive only two independent
variations, or a relation of the form f(¢)=0 must be satisfied by o]

Bx 5. If o satisfies two scalar relations f(c)=0 and f{o)=0, the
function Y must vanish, and conversely.

Bx. 6. If f(0)=0, and if we write dfc=Sudo, we shall have ¢'/n=0.

Bx 7. If o is a function of p and if do=¢dp, prove by comparing the
operators d= —8dpV= - 8doV,, that

V=¢'Vs,
where V. operates on a function of ¢ in the same manner as V operates on
a function of p. (Tait’s Quaternions, Art. 480.)
Bx 8. If ¢dp is the differential of a vector function of p,
VV¢'a=0,
where a is an arbitrary constant vector ; and if it is possible to find a scalar
multiplier to render ¢dp the differential of a vector function,

S¢'aVed'a=0.
[Note that ¢’a= —VSac if ¢dp=de.]
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Bx. 9. If C, and C; are the principal curvatures of a surface u=const.,
show that v |\ 0 _SVUV, €,C,= —3SVUV'VUVLVY.
[See my note, Elements, Vol. ii., p. 251. If r, and 7, are tangents to the
two lines of curvature,
01 +81,V.UVu=0, Ciry+87,V.UVu=0;

and (Ex. 4), since TUVx =1, the third invariant of the function —8dpV.UVu
is zero, and C), C; and zero are therefore its latent roots.]

(ii) Integration Theorems.

ART. 126. It has been shown in Arts. 55 and 56 that the
form in which the operator V naturally presents itself leads to
the two results (pp. 72 and 73).

jdv.q=Vq.dv, jdp.q=V(dv.V).q;.............(l.)

the first integral being taken over a small closed surface of
which dv is an element of outwardly directed area while dv is
the included volume; and the second integral being taken along
a small plane closed curve of directed area dv, where rotation
round dy in the direction of the circuiting is positive. In both
relations g is a quaternion function of the variable vector p.

In order to extend these results to integration over finite
regions, we shall first suppose that the quaternion ¢ satisfies
certain conditions:—(A) tga.t it is free from discontinuity, (8)
that it is single-valued, (c) that it does not become infinite at
any point of the region. Further we suppose (D) that the region
included in the surface over which we propose to integrate is
simply connected, so that any closed circuit tﬂ'(;wn in that region
can be made evanescent by continuous variation without cutting
through the surface.

On these suppositions, we divide the region within a closed
surface into infinitesimal parallelepipeds, and we apply the
theorem of Art. 55 to each. Adding together ‘the integrals

Idv . g over the faces of these parallelepipeds, the sum obtained is

equal to the sum of the corresponding elements Vg . dv; but over
an interface corresponding to two parallelepipeds the directed
elements are opposite, so that if one parallelepiped contributes
an element dv.gq, the other contributes an equal and opposite

element —dv.q; consequently the sum of the integrals |dv. q is
the integral over the bounding surface. Moreover the sum of
the elements Vg.dv is the integral qu.dv throughout the
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where the first integral is taken over the surface and the second
throughout the volume.

Under the same conditions we can fill up any continuous
closed curve by a net-work of parallelograms described on any
surface terminated by the curve, and if these are all circuited in
the same direction the elements contributed by the common sides

cancel, and jd,. .q =IV(dy R Y SRR (L)

where dp is a directed element of the curve and dv a directed
element of the surface. Hence it follows because (111.) has a
value independent of any particular surface through the curve
that over any closed surface '

IV(dy. V). g=0. ceoeerereerreerrerieen av.)

(A) Suppose a surface to exist over which ¢ is discontinuous, and imagine
the region of the volume integral to be divided into two regions by the
surface of discontinuity. Applying (11.) to each of these regions and adding,

we find
[Vgdo={dv. g+ [dvig(gy —gak everererererrrrerensennacs (v.)
an element of the surface of discontinuity furnishing the parts

dvj3.q; and dvy,. gy or dviy(g,—qy).

(B) If ¢ is not single-valued, it is not hard to see when infinite values of
Vg are excluded from the region that, assuming any one of its values for ¢
at any point of the region, the value of ¢ at every other point of the region
is determinate. In fact starting from a point P with a given value of ¢ we
can return to P with a different value only if we thread some circuit aqlo
which ¢ is indeterminate ; and if ¢ is indeterminate anywhere within the
region, its corresponding deriveds must be infinite, which is contrary to
supposition. When a curve locus of indeterminate values of ¢ exists in the
region, we may enclose it in a tube and so isolate it from the region. The
region thus becomes multiply-connected (p).

(c) If ¢ becomes infinite at any {oint, we exclude that point by a small

here concentric with it and we take account of the surface integral over
the sphere, the vectors representing the elements of directed area being
drawn outwards from the region, that is, towards the centre of the sphere,
and -the radius of the sphere being ultimately reduced to zero.

Tnking the origin at the point, the element of directed area over the

surface of the sphere is dv=—Up.73.d(Q if r is the radius and dQ2 an element
of solid angle. Then for the sphere
[av.g==[dQ.Up. 5. g corrrrrninn (vr)
1f over the surface of the sphere .
=G+l qi+r 3. g+ gstete, coininennnnannned (viL)
the surface integral vanishes unless ¢, exists, and it generally becomes infinite
or indeterminate if ¢, etc., exist. paramount importance is the case in

which ¢ contains the term VTp~.e=—Up.Tp-%.e. 1n this case if no higher
negative power of r occurs, the integral becomes

fav.g==[dQ.e= —dreeuccncuenccnnncne. (viw)
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and we must replace (11.) by
qu. dv-—-[dv. g—4mey ... vevecnencaes vearencaenes (1x.)

the origin being excluded from the volume integral.

In general when g, etc., are zero, by a well-known theorem in spherical
harmonics (Art. 127) we need only consider the terms in ¢; which are linear
in Up and which we may take to be 8aUp+¢Up. Writing Up=1Ii+-mj+nk
where /, m and = are the direction cosines of Up, and remembering that

[dQ.B=4r, [dQ.I1m=0, etc.,
we have
[dQ. Up(SaUp+pUp)=4rZi(Sai + ¢i) = — $r(a+m" - 2e), ......(X.)
where m” is the first invariant and where e is the spin vector of ¢. Accordingly
we must in this case replace (11.) by

[Vg.dv=[dv.g+4r(a+m"=2€), ccovverrrrrrrrnrnns wo(XL)

where the integral on the right is taken over the boundary and where the
remaining terms are contributed by the surface of the evanescent sphere.

(p) If the region is multiply-connected we render it simply connected by
drawing diaphragms* when we fall back on case (a) if appens to be
many-valued. A diaphragm corresponds to a surface of discontinuity, and
¢1—93 in (v.) becomes np where p is the cyclic increment of ¢ and where 7 is
an integer.

Considering now the similar cases of exception for the circuit integral, we
shall suppose

(') that a surface of discontinuity cuts the given circuit in two points
A and B. Let the surface containing the mesh-work be drawn through an
arbitrary curve AcB on the surface of discontinuity. On adding the results
of integration for the two circuits consisting of the part on one side of the
surface of discontinuity and the curve AcB, and of the part on the other side
of the surface and the curve Bca, we have exactly as in (v.)

Idp g+ Idp,, (g1 —g9)= IVde B N (x11.)

It follows from (1v.) that we get exactly the same result had any other
curve ADB been taken on the surface of discontinuity.

(®’) If ¢ is not single-valued over the continuous net, its value is definite
if a definite value is chosen at some one l{)oint. of the net, or else ¢ is inde-
terminate at some point of the net. Such a point may be surrounded by a
small closed curve joined by a barrier to the circuit. The barrier must be
treated as a line of discontinuity and the value of the integral round the
closed curve must be taken account of.

(c’) When ¢ becomes infinite at a point on the surface of the mesh-work,
let the point ge surrounded by a small circle of radius ». Then the relation
becomes, when we exclude the point from the surface integral,

IVde. q=[dp q- jrdUp (go+ gyt + g tete), ........(x111)

the second line integral being taken round the circle.t This integral
vanishes unless there are negative powers of 7. The part depending on ¢, is

[dUp.g,=[dUp.(SaUp+4$Up)

*The interior of a hollow curtain ring becomes simply connected when a
diaphragm is drawn across one normal section.

+ The two line in ls are taken in the same sense of rotation round the axis
of the small circle. If we choose the minus sign may be placed on the right of
the sign of integration, and then we shall have the surface integral equal to the
sum of two line integrals taken in opposite directions.
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sgzﬂooe where ¢ is a linear vector function, the terms not linear in Up
leading to a vanishing integral round the circle. Putting Up=tcosw+jsinew
where ¢ and 5 are in the ﬁ:e of the small circle, the inte, easily reduces
to 7 (y8at—18aj +jPi —idy), and to w(Vak— x'k+2Sek) where x’ and € have
the same signification as in the chapter on linear vector functions.

Ex 1. If (V) is any linear function of the operator V with constant
coefficients,

[f(@v).q=[f(V).q.dv, [f(dp).q=]AVAWYV).q,
and Ja.f@)=[q.f(V).dv, [g.f(dp)=]g.A(VAVV).

[No step in the proof of the simpler case need be modified. In the
second set of relations the operator is placed in front of the operand. See
Art. 57, Ex. 11, and M‘Aulaygo Uity o}‘ Quaternions in Physics.

Bx. 2. In general if f(a) is a linear function of an arbitrary vector a
while the variable vector p is involved in the constitution of the fanction,
shaw that .

[ F@)=] 7(V).dv, [7(dp)=[S(VaIV),
where f(V) means that V operates in situ on the variable vector p as involved
in the structure of the function.

V,
Bx. 3. Prove that I TL:’—P = IdeV .VTp,

where no infinites occur.
[See Tait’s Quaternions, Art. 504. Here the line integral is [VdpVTp-1,
which transforms into

[V.Vaw.VIp! or [dvVITp1-[8dvV.VTp]
Ex. 4 Prove that

f[qdo=3[p.Vg.dv-} | pdvg.

[This is an example of an extensive class of transformations depending on
the invariantal properties of V. Transforming the surface integral, we
have Ipdvq=l p(V)gdv, where V operates both on p and on ¢q. But
pV=Vp=-3." See Art. 132, p 235.]

(ili) Imverse Operations.
ART. 126. We shall now establish general solutions for the
equations
Vp=gq,and V=g, .cccccevrvurrurernnirnnnen. 1)

where ¢ is a given quaternion function of p; or we shall assign
definite interpretations to the functions

for all points of an arbitrarily selected region within which
infinities do not occur.



ART. 126.] INVERSE OPERATIONS, 219
We shall first prove the transformation*

IVu. Vp. dv=jdy. w. vp_jvuovp .dv

=".Vu Ldv. p—IV(u—Tp‘l)V . pdv=4mp (11L)

" in the case in which p does not become infinite within the region,
while » tends to the value Tp"! at the origin which we suppose
to be taken within the field of integration, and where 47p in the
third member is 4 times the value of p at the origin. The
suffixes are intended to indicate that the affected symbols are
free from the operation of V.

Surrounding the origin by a small sphere and supposing (V)
to operate in situ on w and on p we have

jVu .Vp. dv=j(V)u .Vp. av—jVrop .dv

=jd.,. u. Vp—jv'rop . dv

for the region between the small sphere and the boundary, the
surface integral over the sphere vanishing by the last Article
(comﬁare (viL)). But these integrals may %e extended through-
out the entire region, for we shall show that the integrals taken
through the volume of the small sphere tend to zero when the
radius is indefinitely diminished. Within the sphere we may

take u=Tp"! and dv=Tg*. dQ. dTp,

8o that IVu .Vp.dv= —jUp .Vp.dQ.dTp

which vanishes in the limit. A fortior: the integral
jvuovp . dv—_-j'r,.-l V. dv

for the small sphere vanishes. Thus the first part of (1) is
proved.
Again for the field exclusive of the sphere

IVu Vp.dv =IVu .VMp. d'v—."VuV . podv

=IVu. dv .p—4—;rp—jVuV . pdv
by (vii.) of the last Article because for the surface of the sphere

IVu .dv.p= +ij-=. Up.Up.Tpt.dQ. p= —jdﬂp.

*It is manifest from the proof of these relations that they are valid when
neither p nor u become infinite in the field of integration provided we omit the
term in Tp-! and the term 4xp.
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Also it is easy to see that VTp~'V=V?Tp-! (or more generally
that V.Sq.V=V2Sq), and this vanishes for all points of the
region outside the small sphere. And because u—Tp~! does not
become infinite at the centre of the sphere, we have

IV'u, .Vp. dv=IVu Ldv. p—4~1rp—jV(u—Tp‘1)V . Do - dv,

where the volume integrations are extended throughout the
whole of the original region. Thus (111.)is comYletely established.
In particular when u is a scalar we may replace (111.) by

IVqu.dv:jdy.u.Vp— wVip . dv

=IVu .dv. p—IV'(u—Tp“) . pdv—darp. ...(1ILY

Changing the origin ‘or replacing p by p'—p in (ur), and
supposing p’ to be the current vector in the integrations, we
obtain for the particular case in which w=T(p—p")"! the
important identities,

_[ V3.4V _." dv'.Vyp jv, 1 a5
P=liGr—p Ve -p T TG P )

V’ ’dvl dyl‘ ’
= Vj p 7 —V rp ’
4xT(p'—p) J47T(p'—p)

the second being deduced from (111.) by replacing Vu by
V' .T(p'—p)~! or by its equal —VT(p'—~p)~! and taking V out-
side the si%n of integration.

If then Vp=gq, we have
Vg .dv dv.q , 1 "
v-lq=j47r’1‘q(9'—p)— 4vrT(p'q—p)+IV '%T(p'—p)'dv 7 )
-V gdv ." d'.p" .
4xT(p'—p) J4xT(p'—p)’
and in this relation p’ is any function which over the boundary
satisfies Vp=gq.

In like manner

Ay dv'.V? 1
V" "—"-‘- 7 7 —I 7 vl- 7 7
1= et —p ST - ) =T =p
where » is any function ‘which over the boundary satisfies
V2r=q. It may be observed that in these results there is a
certain analogy to the solutions of the linear function equations
of Art. 65, p. 92.

V.7, (vL)
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If we operate on (VL) by V and put p=Vr we find on com-
parison with the second form of (v.) that

V.V-2g=V-lg cierrenen. vere(VIL)

because the last integral of (V1) vanishes under the operation
of V (or of —V’ under the sign of integration operating on
VT (p"—p)~?) provided p does not terminate on the boundary.

Ex. 1. Find the potential which produces a given distribution of force
in a given field.

I:If ¢ is the force and P the potential, we have to determine a scalar

function P from the equation §= — VP. ~ By (v.) this function is
_ Sv'¢.dv Sdv'{’ PSawWV' . T(p—p)!
= _U-1f— _
=-v% 41rT(p—p')+f 1rT(p-p')+f 4 :I
Ex. 2. A quaternion p which satisfies the equation Vip=0 throughout a
given region is expressible as a surface integral over the boundary ; and a
quaternion p which satisfies Vp=0 throughout the region is of the form

p=- v #L' .
#T(o-F)
Bx 3. A scalar satisfying the equation VP=0 is constant. A veector

satisfying Vo=0 is_expressible in the form oc=VP where P is a scalar
function satisfying V3P=0.

Bx. 4. Construct quaternion functions of p, homogeneous and of the
first and second orders, which shall vanish under the operation of V.

[For the %uadratic function assume p=Spds0+a,Sppap Where n=1,
2 or 3. We have Vp= —2¢yp—2Z¢d.pa,, and if SVp is identically zero the
condition 3 ..a,.=02must be sat‘i?sge% In ord%‘ that lfVV;D may vanish, we
must have = =3IV, pon=+ZP, since ¢, is self-conjugate. Again
because V3p=0, the first invariants ofpt;;e functit;,ns ¢ must vanish. But in
general m"Vpa=Vpda+ Vépa+$Vpa, and in the present case

ZV pputn+ ZVPapan+ Z$uVpan=0.

Hence by the former condition —ZV¢.pa, is a self-conjugate function
provided only that Z¢,a,=0, and that the first invariants are zero. Thus

P= ~28panpup+ ZanSpdup,
where m,” =0, Z¢4a,=0, vanishes under the operation of V.]

Bx. 5. Determine the extent of the arbitrariness in the dissection of a
uaternion into the parts V-1SVg and V-1VVg on the supposition that
%“SVq is a vector.
‘The most general expressions for the parts are V-18Vg+o and
V-1VVgq -0, where o is a vector satisfying Vo=0. See Ex. 2.]

Bx. 6. Divide a vector o into two parts o, and oy so that SVeo,=0,

VVo,y=0.
[Here o
th

=V-18Vo and 0,=V-1VVs. We may calculate one of these,
say oy by the g

eneral formula, and the other is o —o4.]
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Bx. 7. The general solution of the equation
mVSVo +nVio=§

V-t V-18v¢ V“VV&).
m+n n

[The equation may be transformed into (m+n)VSVo+2aVVVo=§, and
by the last example, VSVo=(m+nr)'V-18VE, VVVo=n"1V-1VV{, The
solution given above of the equation of equilibrium of an elastic solid may
be expressed more simply in the form o =V-3(n-1§ — mn~1(m+2)-1V-18V{).]

Ex 8 If V3p=0 at all points within a closed surface, and if V2p,=0 at
all external points; if p,=p over the surface and if p, tends to zero at infinity,

__ [ .V(p' -p)
p= f —TALLM —p)
[Integrating throughout external space we find if V2p,=0, see note p. 219,

- f .V, . T(p - p) + _[ V. T(' —p).dV.p/=0,

when p terminates at an internal point so that T(p'—p)~! does not become
infinite. The surface integrals are to be taken over the closed surface and
over an indefinitely large surface, but it easily appears that the latter

of the integer vanishes since p, vanishes at infinity. Putting V=0 in (1v.),
remembering that p,=p over the closed surface, and subtracting, we have
the required result.

may be written in the form

g=

Bx. 9. If f.p is a homogeneous function of p of order n satisfying
Vif,p=0, show that Tdy

f,.p=(2n+l).f4—;ﬁ"%(—’—’7_—,))

when Tp<a, the integration being extended over the sphere whose centre is
the origin and whose radius is a.
[The function corresponding to the p, of the last example is

Jap-(aTp1ym+1,
(See Art. 57, Ex. 12.) Here V'(p'—p/))=(2n+1)a"'Up’.f.p’ over the
sphere and dv’=’Up'Tdv’.] Fop P

(iv) Spherical Harmonics.

ARrT. 127. If f(V) is any rational and integral function of V,
homogeneous and of order m, the function f,V.Tp-! is a solid
harmonic of order —(n+1), for it is a homogeneous function of
which vanishes under the operation of V2, the scalar operator V2
being commutative in order of operation with f,V. Further
Tp*r+!. f,V.Tp-! is a solid harmonic of order m. (Art. 57,
Ex. 12, p. 76.)

Because we may suppose f,V to be expanded in the form

JaV=2aSa,VSa,V ... SanV,...cccevvvieernnnnnn. (L)
it follows from Art. 54, Ex. 2, p. 70, that

Tpt+1, fu,V. Tp-1=(-)*.1.3.5.....(2n - 1)(fup — Tpl. fu-2p), (IL)
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where f,_;p is a determinate function of p, homogeneous and of
order n—2. Hence we may expand any ﬁomogeneous function
of p of positive order = in a series of solid harmonics, of orders =,

n—2,n—4, etc.,
s Tpin+1 f,.V Tp-?
(= )» 1. 3 (Z'n,—l)

+Tpt. ‘= )-. — lf" -1V ('12“; 5)+e1;c., veeoi(IIL)

where) Jn-3ps fn-p, etec., are functions deﬁned by equations such
as (11
Any integral of the form P=j'pdv.'r(p—.,,)-l in which o is
the current vector and in which p is independent of p may be
expressed in the form
P=fV.Tp ), cevirviirruiiniinsnsnenns (1v.)

provided Tp is not less than the greatest of the tensors Tw.
For (Art. 59 (x1.), p. 79),

_IT(p - j ,e‘"".,%ffv.i,‘;; ......... )

and we may speak of P as the potential at p due to a distribution
of density p although it is not necessary to suppose that p is a
scalar.

If Q=jqdv'. T(e'—p)-" is the potential of a second distribution
of density ¢, the mutual potential is

W= ,I’?gd”d” IP qdv’ —ij.dv .................. (V1)

If the second distribution lies outside a sphere of radius a
having its centre at the origin and including the first distribution,
we have by (v.),

IfV . qde’ = UfV. T(P )qdv]ﬂo

=|f(-"). qu” (GRS (vIL)
Ho

provided we reduce the temporary vector p to zero after the
performance of the operations indicated, and the suffix 0 serves
to remind us of this reduction.

If Q=gn(p) is a solid harmonic of positive order n, and if we
suppose the corresponding distribution to be a surface distribu-
tion on the sphere, we may replace

qdv’ by (47)-'.(2n+1).a"1. gx(«) . TdV,
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or by (47)-1.(2n+1).a*t. g, (Uw).dQ,

utilizing Ex. 9, Art. 126, and dropping the accents as being no
longer necessary. In this case (Vi) becomes

b (= V). gulp)=(2n+ l)a"“jP.g..(Uw) .dQ. .....(V1IL)

In this expression it is only necessary to take account of terms
of order n in f(~V), for g.(p) vanishes under the operation of
terms of higher order, and the results of operation of terms of
lower order vanish when p is reduced to zero.
If P is a solid harmonic of order —n—1, the form of the
function fV is given by (111.), and
_ —on- _ f,,V . Tp'l
P=Tp= ™t fop= ¥ 1.3.....@n=1)
and accordingly (viIL) becomes
4f(—=V).gnp
=(-)'-.1.3.....(2n-1)(2n+1).jf,.(U..,).g..(U.,,).dn; (X))

while if the order of the harmonic P is —(m+1) where m is not
equal to n, we have

j Fn(U) . gn(Uae) . AR =0, covereerereneree. (xv)

=fV.Tp-1;...(IX.)

Again if
P=T(p~a)'= &V.Tp'1=ZTa"Tp""lA,,(Up), ...... (x1L)
we find on substitution in (vIIL.),

4mgu(Ua)=(2n+ l)jA,.(Um)g,.(Um). aQ,
0=jA,,.(Uw)g,.(Um). an

becsuse  f(=9).gu(p)=¢"". gu(p)=gu(p+a)
Hence we can expand any function g(Up) in a series of
spherical harmonics, the harmonic of order » being

g,.(Ua)=(—2’-g—1?jA,(Uw)g(Um).do. e (XIV.)

Ex. 1. A scalar solid harmonic of order —(n+ 1) may be expressed in the
form Se,V.84,V.....8a,V.Tp,
where a;, ag, ... a, are real vectors.

[Consider the edges cominon to the cones F,p=0, p*=0. These group into
conjufn.te pairs B4++/—18 and B—-+ =18, and each conjugate pair lies in

real plane Sap=0 where a=VBF. Having determined the vectors
a,, ag, ... a, We have a relation of the form

Fop=p’Fpsp+t.Sa,p8asp ... Sa.p,
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where ¢ is a scalar and where F,_;p is a homogeneous function of p of order
n—2 1If F,V is the generating operator (see (1x.)) of the harmonic we have,
on putting V for p in the above relation,

F.V.Tp1=t.80,V8a,.V ... Sa,V . Tp~! because V*Tp*=0,
and the scalar ¢ can be found by comparing a coefficient.]

Ex. 2. If ¢ is a quaternion associated with each element of mass of

a body,
: [qdm=£(V). o [rgdm=Vyf(V).q,

where 7 is the vector from a point in the body to the element dm, where g,
is the value of ¢ at the origin of vectors 7, and where Vy operates on f(V) as
if it were a function of a vector V.

(a) The first terms of the function f(V) are

F(V)=M— MSt,V +}{SVSV - } (4 + B+ C) V3} - etc.,

where ¥ is the mass of the body, 7, the vector to the centre of the mass, &
the inertia function for the origin of vectors r and 4, B, C the principal
moments of inertia for the same point.

[We have

qumaje's'vdm < go= I(l —S7V 4387V —etc.)dm . g, ;
and because STVI=1IVi4+ V7V, [VIVVrdm=4V
and [ridm= - }(4+B+C),
the expansion is justified. Again the differential of fa corresponding to da is
dfa= -SdaVe. fo= —ISda‘re's"dm.]
Ex. 3. A heavy body is placed in a field in which the gravitational
potential is P. The potential energy of the body (W), the resultant force

and the resultant couple (A and p) acting on the body and referred to its
centre of mass, are

W=MP+3}SVSV. P, A= HVP+}SVPV.VP, p=VIVV. P.

(v) Various expressions for V.

ART. 128. We shall now examine in greater detail than in
Art. 57 the various analytical expressions for the operator V

and for V2
In terms of three arbitrary differentials we may write
DY BN L L (L)

where (Art. 54 (VL), p. 70)
L. L IS
Sdpd’pd’p Sdpd’pd”p Sdpd’pd’p
The operator V2 is now

V2= 4+ Z(\A"d'd"+A"N'd"d)+ VA . 4, .........(11L)

and in the third sum V operates on the vectors A alone and not
on the operand of V2
1Q P

A=—
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Remembering that V2 is a scalar operator, this breaks up into
the two parts
Vi=3\!2 4+ ZSA'\"(d'd” +d"d) 4+ ZSVA . d;......... ()
0=2VA'A\" . (dd"=d"d)+ZVVA.d.cccovnnnnnnnens (v.)
It is only when the differentials are independent that the
order in which the differentiations are performed is indifferent,
and it is only in this case that we can generally suppress the
terms involving d'd”—d"d’ and similar expressions in (V.).
When independent differentials are employed, we use the
expression (Art. 57. (11L.), p. 74),

Veeobefs 2 Ve —a-————ﬂ— 2. (VL)
Splpsps u” Spipsps W Spipepy oW’
or as it may be briefly written

)

V=yla_?l,+|,2a—av+v83_’u’, cecsserescencs .....(VII.)

where the vectors v, v, and v satisfy the relations
Svp,+1=0, ete., Syps=0, Sysp,=0,etc.;...... (vi)
or again we may put

2 )
V=Vu. = 4+Vo.— 2 4w, S (1x.)

as we see by comparing the results of operation of the forms
(vir) and (1X.) on u, v and w. Thus

n=Vu, ,=Vv, y=Vw ...l (x.)
and VVy, =0, VViy,=0, VVy=0. ..c0cevennrnnnn. (x1.)

The vectors v,, v, and y; are the normals at the extremity of
to the three surfaces w=const., v=const. and w=const. whic
pass through that point.

The appropriate expressions for V2 are now

Vi=3y, %+2ESV,VS . %w+ ZSVy, . %; RN 64 1 4

o o2 2]
or Vi= E(V’Mw)2 . W+2SV'UVW . W-’- ZV’u B aTl; .e .(XIII.)

Again introducing the operand ¢ for the sake of greater
clearness, we may write

{a%(szpa-QH 5 VPspL- D +3, (VP1P2 Q)}

Sp1peps
because the terms which involve the second deriveds of p, such as

Vg=— , (XIv.)
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V1505 - §+ Vpgpys - 9, cancel in pairs. Operating with this form
ofo epon (V1.), we have

1 9 (Vpeps: 0 9 (Vpepy. V 2 }
2 _ O(Ypps © = _%B!—M — .
4 +Sp1p,p3{23u(Splp2ps'au)+zau( P1P2Ps a‘v) (XV.)
where the second sum contains six terms, and to this the sign

S may be prefixed. Or in terms of the vectors v it easily appears
that this reduces to

o/ »? e) 9 (Syy, ©° }
2 _ )4 (e ) A
v +Svlv2v3{zau (Svlvsva ou + ou \Sy, vy 3‘0) (xv1)

Whenever the surfaces, u = const., v=const. and w=const., are
equipotential surfaces with the corresponding potentials, u, v
and w, the operator V2 is a homogeneous quadratic in the

9 0
w o ow
directly from (x111.). The converse is also true.

When the surfaces are mutually rectangular, the operator V2
is independent of the products of differentiating symbols. In
this case we find from (xv.) the most convenient expression for
V2 to be

Ve 1 —a—(T.M.—a—). cererneno(XVIL)
T.pypopy " “Ou\" " py “oOm

differentiating symbols This property follows

Ex. 1. Determine expressions for V2 where
(1) p=u{(s co8 w+5 sin w)sin v+ kcos v} ;
(2) p=u(tcosv+jsinv)+kw;
3) p=J{(d+u)(P+v)(d+w)}.¢, asin Art. 84.
Ex. 2. If a scalar function P of a scalar function u of p can be found to
satisfy V2P =0, show that

oP

(Vu)’.%+V’u.a=0 and VVuV.(g;—u)-,=0.

(See (x111.) for the first condition. The second expresses that V3u . (Vu)~2
is a function of u.]

BEx. 3. Given that a family of surfaces u=const. is an equipotential
system, show that the potential corresponding to u is

o
P= Idu . a-"‘W. d“.
(See the last example.]

Ex. 4. A family of concentric, similar and coaxial quadrics compose an
e?uipotential system. Show that the sum of the reciprocals of the squares
of their principal axes is zero, or else the quadrics are spheres. Determine
also the corresponding potentials.

Here u=4Spdp, Vu= —¢p, Viu=m". The condition of Ex. 2 becomes
Vopdip. m"=0.] .
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Ex. 6. Find the condition that the family of surfaces f(p, 4)=0 should
form an equipotential system, and determine the potential when the
condition is satisfied.

[Imagine u to be expressed as a function of p by solution of the equation
JS(p, ¥)=0. On this understanding .we may treat f(p, u)=0 as an identity
and equate to zero the results of operating on it by V and V3. We find

VraVu. L oo, pres9u v Ly wup. oo,

where V operates on f as if f were a function of p alone, and where
consequently V and Su ore commutative in order of operation on f.
Utilizing the results of Ex. 2 to eliminate V2 and eliminating Vu we find

%log%ul—,=%. 108(%'@)4'(3%5'%5

The condition to be satisfied is that the right-hand member—a function of
p and x—should reduce to a function of u alone by aid of the equation
f(p, w)=0. If F'(p, u) reduces to a function of u alone by aid of the equation

u)=0, we must have VF4+Vu. oF || Vu || Vf or simply VVfVF=0.
u P
Thus the condition required is

VVfV{% . log(%é- (Vlf—):)*'(g',['f)! g-{ }=°-]

Ex. 6. Show that the family of confocals Sp(p+u)~'p+1=0 is an
equipotential system, and determine the potential.

[Here we have Vf=-2(¢+u)'p and af= —(p+uw) = -}Vf);

also Vif= - 23i(p+u)i=22(a?+ u)™
These give .
% log ?ﬁp= -3 ‘%_H;: - 3% log o/ {(a? + u) (b2 + u)(c3 + u)},
du
and P=P] FaroerueTor

Bx. 7. The condition that the family of surfaces f(p, #)=0 should
compose a system of characteristic surfaces in an optical medium of constant

density is VUV {(Vf)’(’g{)-’} =0.

amilton’s characteristic functions satisfy the relation TVQ=n, where n
is the index of refraction of the medium. If the family of surfaces satisfies
the condition we must have @ a function of u, so that V@ =@ Vu= - @'F'-'VY,
where the accents denote differentiation with respect to u. Hence when n
is constant, TVf. '~ must reduce to a function of %, or VVfV(TVf. f~1)=0.]

(vi) Kinematics of a deformable system.

ART. 129. If ¢ is any function of p and ¢, its total differential
may be written in the form

dg=¢dt—SdpV .q; .cccvrriirinninnnnnins (L)
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and in particular when we replace dp by od¢ we shall write
Dg=¢dt—SeV.q.dt and Dg=¢—SoV .q. ......... (1)

When o denotes a velocity, D,(ql is the rate of change of the
quantity 1 regarded as associated with the moving point. On
the other hand g is the rate in change of ¢ at a fixed point, and
—8dpV . ¢ is the change in the value ¢ from the extremity of p
to that of p+dp at & given instant.

If dp, dv and dv are elements of directed line, directed area
and volume respectively, at the extremity of p in a medium
moving with the velocity o, we have by Art. 124 (1), p. 212,

D.(qdv)=(D.g+m"q) . dy,
D(Swdv)=S(D@ + x&) . dv =Stidy,
D(Swdp)=S(Dw +¢'m) . dp=Swdp,
where* (Art. 124 (1.) and (111.))
w=Do+xz=D&-VVVe5, }
g = Dgw + ¢’m = D,ZD’ -— VSa"GIo,
because for example we have SoD.dv=Swy'dv=Sxwds.

In terms of the spin-vector e= g\%Va-, the divergence
m”=—8Vg and the self-conjugate part ¢, of ¢ we may also
write

=D - Vo +(m" —¢))w, g=Diw—Vem+¢@; ...(V.)
or explicitly in terms of o we have
o=0—VVVo—0oSVm, §=—-VSorr-VoVVam. ... (V1)
To prove these results observe that
g=0—So,\V.0-3,SVe+Sa,V.0o :
=—S8Sas(V).m5+8a(V).0—-0SVm
and that .
8=6-S0,V .5~ VSm,0=5—S8q,V .5+ VSams,~ VSow,
where (V) operates in situ both on ¢ and = and where ¢, and 7,

are free from the operation of V.
In addition we may write

De4+mNg=4—Sa (V). q cvreereennnnnn.s (vIL)

because this expression is §—Sa,V . q—SVea . g,
We may connect this with previous results f)y observing that

D+ m")SBw=S(Bw+Be)=S(Fo+ o) ......(VIIL)
is a consequence of (1v.) where w is any vector function of p and £,
Also SV =(Di+m")SVS. covreveenene.. vn(IX.)

* See H. A. Lorentz, Kncyklopddie der math. Wiss., Vy, p. 75.




230 THE OPERATOR V. [craP. xvI.

We may also observe that if w=VVw, we have by (v1.)
VVg=VV5-VVVeVVo=0—VVVow, SVu=0;

since ¢ and p are independent, so that the order of operation by
V and of partial differentiation with respect to ¢ is indifferent.

Hence Va=o, if o=VVa. .ol (x.)

From these relations we derive various forms for equations of
continuity ; and the voluminal, the areal and the linear equations
of continuity are respectively

(Di+m")g=0, ©=0, g=0. ...coucceuereeens (x1.)

The first asserts that gdv does not change for the element of
volume ; the second requires Smdv to remain constant for all
vector areas dv, and Swdp remains unchanged if @z =0.

Instead of supposing the quantities ¢, @ and o to be functions
of p and t, we may take them to be functions of ¢, u, v and w
where u, v and w are three parameters which individualize the
moving point.

This is Lagrange’s method, and Euler’s method is that in
which everything is expressed in terms of p and ¢. The total
differential of ¢ we shall now write in the form,

=34+ qu+ A dv+ A aw;
Dq—atdt+audu+avdv+awdw, SRR ¢ | 8
and following the moving point we have
D,q=%3 ............................. (x111.)

since %, v and w remain unchanged. In particular
% p._%
o=3p Do=7

The vectors @ and @ now become
o _
ot

a8 appears on reference to (1v.). The appropriate form for V in
these relations is that given in Art. 128 (V1) or (x1v.). The

element of volume is now —Sp,p,p,dudvdw, and the voluminal
equation of continuity is simply (compare (111.))

qSpypops=Con8l. ...ccouvnuiiiiiniiiii (V)

8=2-VW2s, §=2-vsLs, ....(xw)

Ex. 1. If ¢ is the density of a continuous distribution of matter moving
with the velocity o, Euler’s equation of continuity is

¢=8V(co) or De=cSVo;
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and Lagrange’s equation is
— cSp,pgpy=C=const.

(a) Hence D;loge= —%log Spypeps =8V %—’:=SV0-.
Ex. 2. Show that
g=6-08Ve, 6=6-Vo3-VoVVe=Do-4V.0%

ov 3
Ex. 3. Show that W'P=‘V’a§‘

Ex. 4 In general
Vo' + Vou'=t", VOO + VoW =n"g"+y" where o"=Vow'
[These relations follow most easily from (1v.).]

ART. 130. The integral
F=-— J' STAp  +eveeerrrreererareneenan, @)

taken from one point to another along a curve depends generally
on the nature of the curve; but if VV& =0, so that r=VP, the
value of the integral is simply the difference of the values of P
at the extremities of the curve. This integral may be called the
Jlow of the vector w along the curve.

The time rate of change of F as the curve moves with the
medium with velocity o is

D.F= —jsgdp, ........................... (L)

and if this integral is independent of the nature of the curve,
g=VQ, 5-VoVVo=V(Soew+Q), Diw=V(Sew,+ Q) (111.)

are different forms of the condition to be satisfied, @ being a
scalar function of p and ¢. Other forms of the condition are

VVG=0, VVg-VVVsVVm=0, VVD@m=VV'VSew’; (Iv.)
or again (Art. 129 (x.))
0=0, where w=VV@. ..coccevrnennninnind (v.)
As regards the third of (1v.), note that VV*Sga,=0.
In general we have (Art. 129 (v1.))
D F=— IS(a';-wvva)dp—[sml ............ 1)
and
DF= —jSzbdpdt—jSVdev—[Sm]dt, where dv=Vodpdt (VIL)

and where [Soty] denotes the difference of the values of Sow at
the extremities of the curve. The expression for DF shows the
meaning of the various terms, dv being an element of the area
swept out by an element of the curve 1n the time dt.
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In the case of a closed curve, the circulation of the vector &
in the curve and its rate of change are expressed by

c= —jsmd,,, DC=— j's;_s_xdp; ............ (vim)

or when @ does not become infinite at any point of a surface
drawn over the circuit, we may transform the circulation into a
surface integral so that

C= -Is.,dy, DC= —ng?dv, 0=VVG. oo (1x)

The circulation is therefore the flux of the vector w(=VVx)
through the circuit, and the rate of change of the circulation is
the flux of the derived vector  (=VVg) or the circulation of .

For any small plane circuit, the circulation —SVVwmdy is the
projection of VVz on the normal to the circuit into the area of
the circuit. Thus VV@ determines the aspect of the unit circuit
in which the circulation is a maximum, and it likewise gives the
m&f‘nitude of the circulation TVV% in that principal circuit.
In ke manner » determines the of the circuit in which
the rate of change of circulation 18 & maximum as well as the
value of that maximum.

The vector D,VVz determines the rate of change of the
circulation from one principal circuit to another following the
motion of the medium. A principal circuit does not generally
remain a principal circuit. We note that by (1v.) and by
Art. 129 (1v)

@=VVDo—VV'VSew'=D,VVo—-VVVeVV’; ...... (x.)
and in general we have
D:V-¥D).g=VS8sV.qeueeerens oeee. (x1)

because D,V.g=V§—8aV.Vq, VDg=V§—(V)SaV.q.
If a tubular surface, drawn through any circuit, is composed
of curves satisfying the differential equation
VVadp=0;.ccorineniiiiiiiinnaieens (x1L)
or, what is equivalent, if

over the tubular surface, the circulation in any evanescible *
circuit traced on this surface is zero. In particular if ABC
and A'B'C’ are two circuits embraci the tube, the circuit
ABCAA'B'C'A’A is evanescible and also the circuit AA’A. From
this it follows that the circulation in ABCA is equal to that in
A’BC’A’, being opposite to that in A’C’B’A". Hence the circulation

* An evanescible circuit may be reduced to sero by continuous variation.
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is the same in all circuits drawn on the tube so as to embrace it
once.
The fluz of the vector @ through a given surface bounded by

@ given curve is G= -jsmdy, ........................ (X1v.)

and the condition that this should depend only on the bounding
curve is that the divergence of @ should vanish, or
SVa=0, .ccovrvniiiiininiinenn, (xv.)

as we see by transforming the integral over a closed surface into
a volume integral.
The rate of change of the flux is

D.G= —ngdy, ........................ (XVL)

and the condition that this rate of change should depend only on
the bounding curve is
SVia =0 or SV&s—S(V)e. SVa=0, or (D,+m")SVew=0. (XvIL)

In any case in which SV =0, if a tube is constructed of the
lines Vdpw =0 through a circuit, the fluxes across all sections of
the tube are the same, and the value of the flux is the strength
of the tube. For a small tube we have, if Tdy is the area of a
cross section and if dn is the strength,

TdyTw=dn, where SVo=0. ............ (XVI1IL)

Ex. 1. If VVDo=0, the circulation of the vectors o in any circuit
moving with the medium remains unchanged.
(See (111.) and (1v.). We have D,0=V('ia-’+ )]

Ex. 2. Show that in Lagrange’s method
\%
(DY-VD)g=3 .q.

ART. 131. In Art. 126 we showed that any vector @ can be
expressed in the form (see (1v.), p. 220)
o=Vp, (SVp=0),.ceceeiiiiiriiiinnnanan. (1)
where p is a certain quaternion. We shall examine how this
quaternion is related to the flow and the flux of the vector .
In terms of p,

F= -jsmd,,= —jSVVVp.dp+[Sp], ............ ()

because —S.VSp.dp=dSp. Hence for a closed circuit, the
circulation depends merely on Vp. If the circulation in every
circuit vanishes, the quaternion p reduces to a scalar, as we have
already observed. The circulation in general is expressible as

0= _j's. VVVp.dp= ..J's.va.dy. ceeeeeeens(1IL)
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We have also
D.F= -js (VVp—VSaVVp—oViVp)dp+[DiSp]; -...(Iv.)

and @ and & are
g=Vp—-VSeVp—VoViVp, g=Vp—-VVVeVp—oViSp. (V.
The flux is
= —ISz:rdv= - Idev. Sp —jSVpdp, ............ (V1)

since deyVVp:depr.

The flux through any closed surface depends merely on Sp.
Comparing (11.) and (V1.) we see that Vp and Sp })lay a comple-
mentary role in these two relations. Various forms may be
found Zr D.G on which we cannot delay.
Replacing p by @ in the second form of the identity
(Art. 126 (1v.)), we obtain the expression
Vo'dv dv's’

o Vj #T(5—p) v T —p)
agplicable throughout a given region, and this exhibits the nature
of the quaternion p of the present article. If there is no
circulation at the boundary, so that we may put w=VQ (where
Q is a scalar function) in the surface integral, we have on
replacing p by VQ in the identity already referred to

V2Qdv’ Ve
v =VI-—~-—-—,— G e e T T
¢ *T(p'—p) J4xT(p'—p)
also putting p=@ in the first form of the same identity and
intro§ucing a new scalar function R,
&'e

v2Qdv’ Sd/VQ o I
R= _I - = 8V| . (IX.
¢ 47T(p'~p) 47T (p'—p) 4xT(p'—p) (=)
Substituting for the surface integral from (viIL) in (vIL) and
attending to the definition of R in (1x.), we find

. SVw'.dv VVw'.dv
U—VP+V))+VR if P= 41rT(p _p), n= m. (x.)

Moreover R is given by (IX.) as a scalar surface integral depend-
ing on the values of Sdiw and of Q over the boundary, and
VZR =0 throughout the region. In this notation (i) and (v1.)
become ‘

F=-— J'sv,,d,,+[P+R], G= —devV(P+R)— j's.,dp. (x1)

If »=0, the distribution of the vectors @ is irrotational ; if P
is zero there is no divergence and the distribution is solenoidal;
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if P and 5 both vanish, the distribution is irrotational and
solenoidal.

If,as in Art. 130 (xviiL), dn is the strength of a tube of vectors
VVw of cross-section Tdw, and if dp is along the tube, we have

VVs.dv=VVs.TdeTdp=dpdn because dp Il dw || VVa.

If the tubes form closed rings and if dv is the directed element of
a surface bounded by a ring, we find (compare (X.))

_[_dpdn__ J‘ . 1 _ dndy |
LvrT(p -p) dn¥Vd/V '4'7rT(p'—p)—VV 47T(p'—p)’
or again
dndy dndy Qdn
n= (V SV)I4—_p)=V ;;T(;:;)j"- F, ........(XII.)

where  is the solid angle subtended at the extremity of p by
the closed ring of strength dn,

because Sdv'VT(p' —p)-1=SdvU(p —p). T(p'—p)-t=—dQ.

(See Chap. VIL, Ex. 22, p. 86.)
Hence at any point outside the vortex rings, <.. at a point at
which p’ does not equal p, we have

Vo=V jndn, a=V(P+ %Jﬂdn+ R)......(xuL)

This well-known transformation is due to the fact that under
the supposed conditions a certain quaternion is reduced to zero
by the operation of V.

ART. 132. By means of the transformations

PSVo=pSVo -, pV(V)o=pVVe -2,
PSp(Vo=pSpVa+Vpew, pVpV(V)o=pVpVVo-3Vps,...(1)
which may be verified without difficulty, we obtain the trans-

formations,
J'za . d'v=jpSVm' . dv—Idem
=§jpvv5; . dv-;ijdm;
j'v,m dv=—[pSpVs . dvt j'pspdm

= 1jpv,,vvm—§jpvpvam. ........... ()

Another transformation, likewise depending on the invariantal
properties of V, is

j Sww. dv =ISpwdvU—I(SpwV'U’+Spw’V'U)dU; ..(1IL)
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and by introducing p and V into any relation it is generally
possible to find a transformation analogous to these.

Ex. 1. The momentum and the moment of momentum with respect to
the origin of vectors p of a portion of a continuous medium of density c,
may be thrown into the forms

A=[codv=[pSV(c)dv - [cpSdvor=} [pVV(c0). dv—} [cpVdrer,

p=[cVpodo= ~ [pSpV(co)dv+ [epSpdvo=}[pVpVV (co)dv - }[cpVpVdro ;
and the kinetic energy of the portion may be represented by
T=[}cTotdo= —} [cSpodvo + [c(SpoSVe +8prVVe)dv+§ [SpoVeodo.
(a) For an incompressible substance of uniform density, if 2¢=VVo,
A =cj¢rdv= - éIdew=pr¢dv - iprVdvo',
p.=cIVpo'dv= - SprSpedv+prSpdw=§cijpedv - iprVdew,
T'=}c[Totdo= — }¢c[Spodvo +2¢[Spoedr.
b Ex. 2. In the notation of Art. 131, the kinetic energy may be expressed
y T= -} [c(Snodv+(P+ R)Sadv)+3[e(P+ R)dv—} [SnV(co). dv ;
and for an incompressible substance of uniform density,
T= - }cf(Snodv+ RSodv) - c[Sped,
and the volume integral is

Sec'dvdy’
—CISﬂ(d‘V= -cf m-

(vii) Equations of motion of a deformable system.

ART. 133. For any system of particles the equations (compare
Arts. 119 and 120, p. 194)

M.Do=», D,IV-;—:‘-.dm:;; .................. (L)

are independent of the mutual reactions of the particles com-
posing the system, M being the total mass, o the velocity of the
centre of the mass, + the vector from the centre of mass to the
particle dm, X the resultant force and u the resultant couple
referred to the centre of mass. : .

Suppose the system of particles to compose a definite portion
of a distribution of matter, and let each particle dm be acted
on by a force £dm and a couple ydm due to external causes.
In addition the portion of matter is subject to the interaction
between it and the rest of the matter. The forces of the
interaction on the portion may be supposed to be the resultant
of a number of forces $dv acting at each point of the boundary
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of the portion, and ®dy is a linear function of the tensor of dv—
the vector element of the surface. Moreover if ¢ is the density,
we have dm=cdv, where dv is an element of the volume. The
equation (1.) therefore may be replaced by

D . J-cdv=_‘-cfdv +I<I>dy; e (1)

and D.. j Vot odv=jc(.,+ Vrg)do + IV-;-<I>dv; ......... ()

and the volume integrals are taken throughout the selected
portion while the surface integrals are taken over its boundary.
When we take the portion of matter to be small, the volume
integrals in (11.) are ultimately of the third order of small
%uantities and the surface integral is of the second order.
rovided therefore D, is not excessively large for very small
portions and provided ®dv is a continuous function of the
vector-element of surface dy, the surface integral must vanish
independently of the volume integrals when the dimensions of
the portion are greatly reduced; and if the portion is taken to be
a tetrahedron whose vector faces are proportional to a, 8, ¥ and
d, we see that the function ®#dv at any point must satisfy the

condition
P(a+B+y)=Pa+PB+Py ..ccvvnviniinnnns (1v.)

for all vectors a, 8 and 7, because we have for the evanescent
tetrahedron $a+ PS8+ Py+PS=0, where a+B8+y+8=0. Thus
< is a linear and vector function. We may therefore apply the

integration theorem of Art. 125, Ex. 2, and replace J-<I>dv in (I1)
by the volume integral J-<I>V.d'v, in which V operates on &
in situ. Thus we have

De. jcd'v = [(cf+<1>V) LAY e (v.)
and when we reduce the portion, we find in the limit
Do=¢4c . BV, i, (VL)

where Do is the acceleration of the centre of mass of a small
portion of the matter.

Applyin;g1 the same principles of continuity and of dimensions
to (111.), and taking the portion of matter to be a small parallele-
piped whose edges are parallel to a, 8 and y, we find

—enSaBy+ VadVBy+VBPVya+ VyPaB=0;
or simply (Art. 67, Ex. 7, p. 97)
n+2e=0, .covviiiiiiniininanen. (viL)
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where e is the spin-vector of ¥, as we see more easily by putti
1,7 and k for a, B and y. Provided there is no volumi
distribution of couple, the function @ is self-conjugate.
The equation of continuity is
¢=8V(co) or —cSpypepy=C, ............... (viL)
according as we use Euler’s or Lagrange’s method (Art. 129), and
by Art. 128 (V1) or (XIV.) we may replace (V1) by

z’—P=£+0—l(% .‘PVM'*'éa—v . QVM'*'% . QVM) ...(Ix.)

BEx. 1. Find the equation of motion for a perfect fluid.

[The force $dv on the boundary of a portion of the fluid is —pdv, where p
is the pressure, remembering that dv is outwardly directed. Hence the
equation is Dio=§—c'Vp.]

Ex. 2. Integrating along a stream line, show that

§To*+ [S(§+c'dV)dp
is constant for an element of the matter, and find the integral in the case of
a fluid acted on by conservative forces.

Bx. 3. When the forces acting on a serfect fluid are conservative, the
circalation in anzl;:ircnit moving with the fluid remains unchanged provided
the density is a function of the pressure.

[We have Dio= —V(P+Ic"dp) See Art. 130, Ex. 1. An independent
proof is easily obtained by Lagrange’s method, which gives

D350 [t [ 20
and if this vanishes for all closed circuits VVDror=0.]

Ex 4. If F= - [Scdp, show that
DiF= - [S(€+c'dV)dp+4[To"] .

ART. 134 To determine the nature of the stress-function $
for a viscous fluid, we assume as usual that the stress consists of
a hydrostatic pressure and of a part linear in the rate of dis-
tortion of the fluid, and that the stress-function is coaxial with
the strain-function. In the notation of Art. 124, the strain-
function is §(¢+¢), and the general linear function coaxial
with this function and linear in its coefficients is of the form
n(¢p+¢)+n'm’, where n and =’ are constants and where
m’(= —8Vq) is the first invariant of zs or ¢’ or i(p+¢)
Consequently the stress-function is of the form

Pa=—pat+n(p+¢)atnmia,................. 1)

a being an arbitrary vector and p being a hydrostatic pressure.

The hydrostatic pressure is defined more particularly (with
changed sign) to be the mean of the principal stresses, or

=3Pp=M"=-2ZSiPi=—3p+(2n+3n)m".
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Hence the coefficients n and n’ are connected by the relation

2n430 =0; .cviiiiiiiiiiininiieiins ()
and finally in terms of V (Art. 124, p. 211),
Pa= —pa—n(SaV.s+V.Sac)+§naSVo. ......... (L)

If n does not vary from point to point of the fluid, the equation
of motion becomes

Dio=¢—c-1.Vp—c-'n(Vie+3VSVo); ......... @v.)

otherwise if n varies, it must undergo operation by the V which
replaces a.

n like manner for an isotropic elastic solid, if 6 is the
displacement,

$a=—n(SaV.0+VSa0)—naSVH, ............... (v.)

assuming that the stress function is coaxial with the strain-
function and linear in its constituents. The equation of motion

becomes
Di0=¢—c-nV:0—c-}(n+n")V.SV0............. (vL)

ART. 136. The rate of change of kinetic energy of any finite
portion of the matter is

D, ;cTas.dv=D,IgT¢2.dm

- —ISa'Dga'. dm= —chro(cf+tI>V)dv, (L)

and in the last integral V o%mtes on ¢ but not on ¢ as indicated
by the suffix. Because Sae®V =SS0 @V +SoP,V, where V operates
on the unsuffixed symbols, we may integrate gy parts, and we find

D, j }eTo?. dv= — [cSce. dv+ISa<I>oV.dv—jSa<§dv, ..(IL)
where dv is an outwardly directed element of the boundary of
the portion of matter.

For comparison we give the expression for the rate of change
of kinetic energy in any region fixed in space. It is

(%I}cTo-’ .do= IiéTa-’d'v —|cSed.dv

=j gTa-o"SV(ca-)—cScroVSa-oa}dv—.[Sa-o(cf+¢I>V)dv,

on making substitutions from the equations of continuity and of
motion.
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Now —SoVSao= +Sa,V . }To* and the first integral changes
at once into & surface integral 8o that

g—‘j}cTa‘.dv
- j;c'ra. Sody— jcSo-f. dv+jSa§.V.dv—ISa‘I>dv, ...(1IL)

transformation of the second part of the integral being as before.
The difference between (1) and (11L) is due to the influx of
matter through the boundary.

The first integral in (11.) is due to the activity of the applied
forces ; the third is due to that of the surface stresses; the second,
with sign changed, gives the rate at which energy is stored in
the medium or dissipated.

ART. 136. In the case of a viscous fluid, the rate of storage
and waste of energy per unit volume is (Art. 134 (11L))

—So®,V = pSVo+n(SVV'Ses’+SVa'SV's)— §n(SVo ). ...(L)

By the aid of the equation of continuity (Art. 133 (viIL)) the
term in p may be replaced by

pDdoge=D | pc-'de= —D,| pb-'db, ............... (1)

where b is the bulkiness, the reciprocal of the density; and for a
given mass the rate of change of the intrinsic energy is

I PSVo.dv= — j pDebdm = -D,_[dmj pdb. ... (L)

The part quadratic in o is called by Lord Rayleigh the
dissipation function, and it measures the rate at which ene
r unit volume is wasted by the viscosity. This depends on the
distortion, and it is expressible in terms of the elongations
e,, ¢, and e;—the latent roots of the function ¢,=4(¢p+¢") of
Art. 124.
The invariant m’ of ¢ is (Art. 124 (VIL), p. 213)
m' = —}SVVV'Vao' =1SVeSV'e’ — §SVe'SV's;
also we have
4¢=VVa2=8SVVsVV's'=8SVs'SV'e—-SVV'Seq’;
and from these two expressions we get
SVV'Sod’+SVa'SVo= — 4’ — 4m'+2m™
since m"= —SVg=—SV'¢. Thus
2F=n(SVV'Soco’+SVs'SV'e — §SVo?) = n(m" — 3m’ = 3¢?). (1v.)
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But (Art. 68, p. 98) the invariants of ¢, are
m'=e,+e;+e, and m” +e*=ege,+ 58, +€,6,,
and therefore
F=}n{(eg—es)+(eg—€) +(e;— €)%} wevvnrenrnncnc(V2)

Hence it follows that if the dissipation function vanishes the
distortion of any element must be a uniform dilatation or con-
traction, for the conditions are

€ =€ =€ ceririnnnnns ceveeenes cereend(VL)

Ex. TFor a d{lnamical system consisting of a solid and a fluid, the
momentum and the moment of momentum of the system referred to the
centre of mass of the solid are given by

/\=Hv+ja-dm, p.=4>m+IVpo-dm,

o being the angular velocity of the solid, v the velocity of its centre of mass,
¢w the moment of momentum of the solid, p a vector from the centre of
mass of the solid to an element dm of the fluid which is moving with
velocity o

(a) In general (u, A) is the resultant wrench of the system of impulses
which would generate the motion, and if the motion of the fluid is due to
that of the solid, A and u are functions of v and w ; but if the motion can be
generated by applying the wrench to the solid, it follows from Newton’s law
of the composition of velocities that A and p are linear functions of v and w,

or that (p. 208, Ex. 12)
A=d v+, p=¢ v+,
where ¢,, ¢q, ¢, and ¢, are four linear vector functions.
(b) The work done in altering v and w to v+dv and w+dw is
dW=-8Adv - Spdo ;

and if the d‘;namical system is conservative, 8o that d W is the differential of
a function W of v and w, the functions ¢, and ¢; must be self-conjugate and
¢’ must be the conjugate of ¢,

() In the case of a perfect fluid, the velocity generated in this way must
be irrotational, and assuming that o, as well as A and p, is a linear function
of v and w, we must have

o=V (8v0+8w(),

where 0 and ¢ are vector functions of the vector p.

(d) In the case of a solid moving in an infinite liquid of uniform density,
or of a solid containing a cavity filled with liquid, the functions ¢ and ¢{
must satisfy

Vi9=0, V=0

throughout the liquid. And at the surface of the solid in contact with
the liquid

S(v+Vuwp)dv=8dvV . (S8vf+8u(),
80 that 6 and { must satisfy the surface conditions

dv=8dvV.0, Vpdv=SdvV.{.
J.Q. Q
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(¢) In this case we may replace the expressions for A and u by
A=My+c[dv(Svd+8u(), p=gpo+c[Vpdr(Svo+8u();
and by the aid of the conditions which 6 and ¢ satisfy, it may be shown that

[dvSaf=[SVV'. 800 . dv, [VpdvSaf=[SVV'.(Sa{’.dy,
[VpdvSab=[SVV'. (Saf.dv,  [dvSaf{=[8VV'.6@Sa{ . dv,

so that the conditions (b) are satisfied. Also the functions ¢,, ¢; and ¢y
depend on the nature of the solid and on the density of the liquid, and they
are invariably related to the solid.

(f) If the solid is acted on by an applied wrench (7, §) referred to its
centre of mass, the equations of motion, analogous to Euler's equation for a
rigid body, are

by -+ pyio+ Voo (yy+ yw) =,
o0+ by + Voo (g buw) + Vol + by =,

the second equation being obtained by exgressing that the rate of change of
the moment of momentum (r+ VyA) with respect to a fixed point is equal
to the moment of the applied forces (n+ Vy£) with respect to that point.

(9) When there are no .npplied forces obtain and interpret the integrals
T(Pyv+ Ppow)=const., S(p,v+ P;0)(dby'v+ Ppsw)=const.,
Sve, v+ 2Svyw + Swedyw =const.
() When the linear momentum is constantly zero,
(bs— by ')+ Voolds - by bo=n, v=— ¢yo,

and the angular velocity is that of a certain solid moving round a fixed point
under the action of the couple 7.

(?) For a steady motion of translation under no forces Vup,v=0; and in
general for steady motion when w does not vanish

v=—¢;($s+2)0, Vo[ds—($y+2)$ (g +2)]w=0,

where x is a scalar. From this it follows that the axis of the screws of
steady motion are parallel to edges of a sextic cone, and in general to each
edge of the cone corresponds a single screw.

ART. 137. In terms of the displacement 6, the equation for
an elastic solid is (compare Art. 134 (V1.))

DA=£+c1BY, cvoeerrerereieennenn. (1)

the velocity o being 6 and $ being a self-conjugate function
because there is no voluminal distribution of couple. The
displacement 6 is a function of the time and the position vector,
and when the strain is small we may neglect the term —S@V .0
in D20. We replace, in fact, D,%0 by the second derived of 0
regarded as a function of ¢ alone, that is by §. Observe that
now V is commutative in order of operation with the result
of differentiating with respect to the time.
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By Art. 135, the rate at which the forces work in storing and
dissipating energy is the integral

taken throughout the body. By Hooke’s law, stress is a linear
function of strain. If the strain is multiplied by =, the function
¢ is likewise multiplied by n. Suppose the strain to be
gradually increased from zero so that at any stage the strain is
n times the final amount where = is Jpositive and less than unity.

In this case (11.) becomes W= —4n|S68,V.dv; and integrating

between the limits 0 and 1, the total work done in producing
the strain in this particular way is seen to be

=— ;jsoq»ov B+ R (1L)

If the work done is a function of the strain and not of the
manner in which it has been produced, the function W is the
energy function—a quadratic function of the strain, and the work
done in altering the strain in any arbitrary manner is the
difference of the values of the energy function corresponding to
the final and the initial state.

When the energy function exists we see on comparison of (11.)
and (111.) that in general for any two sets of strain answering to
the displacements 0, and 6,, we have

[80.2,9,.dv=[S0:2,9,.00. v av)

In fact the theory is quite analogous to that of the linear function
in the quadratic expression Spgp. If dSpgpp=2Sdp¢p the
function ¢ nust be self-conjugate, and Sp,¢p,=Sp,pp, for all
vectors. Conversely, if (1v.) holds good for all pairs (’)? strains,
the energy function exists.

The quaternion statement of Hooke’s law is the function & is
linear in the constituents of the self-conjugate function

da=3%(¢p+¢)a=—1(SaV.06—VSah).

In other words, ® is a linear function of V and of 0, which is
unchanged when @ and V are interchanged, V operating in situ
on 6. %hus if a is an arbitrary vector free from the operation
of V, Hooke’s law is contained in the equation

Ba=06(a, V, 0)=0(a, 0, V), eevevrrrererenans v.)

where O is a linear function of a, of V and of 6.



244 THE OPERATOR V. [caAP. xVI

In case the energy function exists
S60,8,V,=860,0(V,, V,, 6,)=S6,06(V,, 6;, V,)
=80,9,V,=80,0(V,, V,, 6,)=86,0(V,, 6,, V)). ...... (VL)

But we have already shown that ® is self-conjugate, so we may
equate the expressions (V1.) to the new expressions

SV,$,0,=SV,0(,, V,, 6,)=SV,0(6,, 6,, V,)
=8V,$,0,=8V,0(6,, V,, 6,)=SV,0(6,, 8;, V). ...(VIL)

We may sum up the whole matter in the following statement:
writing for four arbitrary vectors

(a, B, 7, 8)=—8aO(B, 7, 6), ceevvveerurnnnn (vIIL)

the fact that & is self-conjugate allows us to interchange the
positions of a and 8; Hooke’s law permits the interchange of y
and &; the existence of the energy equation renders the pair
a, B interchangeable with the pair v, é.

For any system of mutually rectangular unit vectors, 1, j, k,
we obtain from (v.) six self-conjugate vector functions (of a),

O(a, 1, 2), O(a, 4, J), O(a, k, k), O(a, j, k), O(a, k, ©), O(a, 7, J), (1X.)

with permission to interchange the positions of the second and
third vectors. The thirty-six constituents of these functions are
the thirty-six elastic constants in case the energy function does
not exist. When the energy function does exist, the number of
constants is at once reduceg to twenty-one; three of the type
@, 1, 4, 1); six (3, ¢, ¢, j); three (i, 4, J, j); three (4, j, 4, j); three
(3, k, 1,1) and three (j, 7, k, ©), using the notation indicated in
(viL).

To exhibit clearly the meaning of these constants we shall
employ a special notation for the strains. Let 0=tu-+jv+kw
and p=1ix+jy+kz; let

ou ou v

8ii =%’ ay+ =
Then the stress across a directed area a arising from the strain s;
is O(a, 1, 1)8;;, and that arising from the strain s; is O(a, 7, J)8;
The symbol (4jki) represents the component of the stress across
unit area j parallel to ¢ due to unit strain of the type sw; and
when the energy function exists this is equal to the component
parallel to k of the stress across unit area ¢ due to unit strain of
the type s;.

Ex. 1. Show that the energy function is of the form
$2() 0l + () susy + Z(G9) o + Z(ifh) susn
+ Z(iY) susy + Z(195k) susp.

ete, 8;j=8;i= ...............(x.)
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Bx. 2. Determine the reduction in the number of the elastic constants
when the substance posseses a plane of symmetry.

(a) If the substance has two mutually rectangular planes of symmetry,
the plane at right angles to both is a plane of symmetry.

[Reflection with respect to a plane of symmetry leaves the elastic
properties unchanged. If £ is normal to the plane, the constants whose
symbols involve £ an odd number of times must vanish. Thirteen of the
twenty-one constants remain. When the substance has two planes of
symmetry, at right an(fles to j and to £, only symbols of the tﬁopes (33), (%)
and (%i) remain, and hence the plane normal to ¢ is also a plane of
symmetry.)

Ex. 3. If the elastic constants referred to i, j, £ remain unchanged when
the axes of reference, ¢ and i’, are turned through two right angles round £,
the plane perpendicular to k£ is a plane of symmetry.

[In this case change of ¢ and j into —7 and —j must leave the symbols
unchanged.]

Ex. 4 Determine the conditions that the elastic constants may remain
unchanged when ¢ and j are rotated through a finite angle » round .
[If « and B are the vectors obtained by turning ¢ and j through an
arbitrary angle » round £, the functions of w, (kkka), (kakf), etc., must be
riodic functions of % for the period » or else reduce to constants. These
unctions can be expressed as sums of sines and cosines of u, 24, 3u and 4u
together with constant terms. Hence the only admissible values of v are
m, §r or ‘trr In every case the symbols involving® £ three times must
vanish. e have already considered rotation through two right angles. For
rotation through 4, the symbols linear in £ must also vanish, and changing
i and j into +7 and - ¢ respectively must leave all symbols unaltered. us
(kki) = (kkjp), (kkif)=0, etc., and (3375) + (fi7¥) =0, (tuv)=( I;w) For rotation
through §r the functions of u independent of £ or involving k twice must
reduce to constants. We find in addition to the conditions satisfied for
rotation through one right angle that (i1%)=(jjj:)=0, (##)= (i) +2(3j%)
Expressing that (kaaa), (kau) are functions of cos3w and sin3u, we get
—(E‘iii):( 'z'j)=gfi]j), —(b}ij)=(hji)=(ljii). For rotation through an
arbitrary angle the symbols linear in # must vanish and the conditions for
v= % must hold.]

Bx. 5. When the energy function exists prove the existence of a
self-conjugate function ¢ for which the relation

- . O(s, B, y)-6(B, 0, y)=V .¢VaB.y
is identically true.

(a) The axes of ¢, when determinate, form a natural system of lines of
reference, and where a plane of symmetry exists, it is normal to an axis.

[The function on the left is obviously a linear function of Vaf3: Operating
by S8 we have ]

(8aBy)—(8Bay)=(Byda) - (BSya)= -8VydpVaS= —SVaBeVys,

and as this is a symmetrical function of Va3 and of Vy& the self-conjugate
character of ¢ is established.

For an arbitrary set of mutually rectangular axes, we have

o®, 5, K)-0(J, v, ¥)=VP¥k . ¥, etc.,

whence it follows that if i, j and % are the axes of ¢, the vectors are
completely permutable in O(3, j, ), so that (35jk) = (ijik), ete.

We easily find —8'dk’ =(725'k) - (5Tk), — 87’ =( {"l:’j’b’) - (J7EY), 80
that if # is normal to a plane of symmetry it is an axis of ¢.
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If e, 5, ¢5 are the latent roots of ¢ we have in terms of the axes
&= (jkjk) — (jjkk), ey =(kiki)— (kkiv), es= (1) — (itfs)-

Given the constants referred to axes 7', j/, # we can on transformation to the
axes of ¢ determine whether there are planes of symmetry or not.

In general putting p=zk+ra, where a=icosu+jsinu, we have the
expansion
(pppp) =A(kkkk)+ 423 (kkka)+ 22372 { (kkaa) + 2 (kaka)} + 42r3(kaaa) + (aaaa),
and when ¢, j and £ are axes of ¢ we have also

(kaaa) = (kiit) cos®u + 3(k177) cos®u sin u + 3(kij7) cos u sindu + (kffj) sin®

because the letters ina symbol involving 7, j and £ are completely permutable
for this special set of axes. Hence it follows that a plane z=0 which is a
plane of symmetry of the quartic (pppp) and of the quadric Spdp is a plane
of elastic symmetry. The coefficients of the powers of cosx and sinu in
(kkka) and 1n (kaaa) must then vanish, and by the special laws of interchange
every coefficient of odd order in £ vanishes.

Suppose now that the plane Sjp=0 or u=0 is a plane of symmetry. The
coefficients of the powers of z must be functions of cos « alone. Thus

(pppp) =*a+ 42%rb cos u + 622r2(c cos 2u + ¢’) + 42r3(d cos 3u +d’cos u)

+74(e cos 4u + ¢ cos 2u + ¢")
.suppose. If the plane u=v is also a plane of symmetry, this function must
be independent of the sign when we put u=v+w, where w is arbitrary.
Hence bsinv=csin 2v=d sin 3v=d'sin v=esin 4v=¢"8in 20=0,

‘and unless the quartic is a surface of revolution, the only admissible values
of v are 4, ir and }=. Hence planes of elastic symmetry must intersect at
angles of 90°, 60° or 45° if every plane through their intersection is not a
glane of symmetry. Of course in the second and third cases, the quadric

ppp is of revolution. There is no difficulty in writing down the elastic
constants for each case.

Suppose two roots of ¢ to be equal so that there are indeterminate
axes in the plane of ¢ and j, and that 1t is required to find a natural system
of lines of reference. e may equate to zero the derived with res
to u of the first of the coefficients (kkka), (kkaa)+2(kaka), (Faaa), (aaaa)
which does not vanish. Determining « from such an equation we take
tcosu+jsinu and jcosu—1isinu along with & as the natural axes of refer-
ence. The case in which ¢ reduces to a constant will be considered in the
next example.]

Ex. 6. When the energy function exists,

V2.6(p, p P)=26(p, ¥, ) +220C(, 1, p)=1yp,
is a self-conjugate vector function invariantally related to the elastic
structure.

[The function is invariantal because V2 is an invariant operator inde-

ndent of any particular choice of ¢, jand £. If a plane of symmetry exists,
it is a principal plane of this function, because if £ is normal to a plane of
symmetry, Stk and Sjd.k both vanish, being of odd order in £. erefore
k is an axis of ¢, and ¢, and ¢ of the last example have a common axis.

In terms of the axes t, j and £ of the last example, it is easy to see that

—Sip=32(ilac)+2(ey+¢;5), —Sichj=3Z(tjaa),
where a stands for ¢, j and  in the summation.

The axes of this function may be used as natural axes of reference when
the function ¢ of the last example reduces to a constant e. In this case for
-arbitrary axes, ¢, § and £ are comgletely rmutable in any symbol in which
they all occur, and (jksk)=e+ (gjkk), ete.
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ART. 138. In the notation of the last Article, the equation of
vibrations of an elastic solid, not acted on by voluminal forces, is

C0=0(V, V,0), ceorrrrrrrererrereeeerannns (1)

where, as we have said, 6 is the second partial derived, with
respect to the time, of 9, which is a function of ¢ and p.

nsider the propagation of a plane wave. If the vector v
represents in magnitude and direction the wave-velocity, the
equation of & wave-front is

u=t—S 5, ................................. (L)

for this represents a plane moving at rifht angles to itself with
velocity v. Over a wave-front, the displacement from the mean
position is, by definition, the same at every point at any given
time. In other words 6 is a function of u and of . Hence

ou v ow
and generally if fV is a homogeneous function of V of order =,
1\ o0
ASCEYI 6 P4 T— ()
In particular (1.) becomes for plane wave motion
" 1 1 2%
00=6<;; ;, W) ...................... (IV.)

If the wave is of permanent type, 6 involves ¢ only as involved
in %, and if in addition the vibration is harmonic and of
frequency p, ]

0= a—‘u’z= —pze ........................... (V.)
In this case (1v.) becomes .
O(Uv, Uy, @)=cOT . .....ccuvvninrrnnnns (vL)

This shows that for a plane wave propagated in the direction
Uy, the vibration 6 is parallel to an axis of the linear vector
function* 6(Uv, Uy, a), and that the velocity is the square root
of the quotient of the corresponding latent root by the density.
The solid admits of three plane-polarised waves propagated in
the same direction with dif?erent velocities. The wave-velocity
surface is determined by the equation

s{e(%, : a)—-Ca}{e(%, L )—cﬁ}{e(%, L ‘y)—C‘y}=0, (viL)

which is equivalent to the latent cubic of the function
O(Uy, Uy, a).
*The function ©(Uv, Uv, a) is not one of the functions O(a, 4, ) of the last

Article. The second and third vectors may be interchanged in these expressions,
not the first and second. .
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When the energy function exists, the linear function
O(Uy, Uy, a)

is self-conjugate because we have by the law of interchanges
(Art. 137 (viL)), SBO(Uv, Uy, a)=SaO(Uv, Uy, 8). In this case
the vibrations 6,, 6,, 6, for any direction of wave propagation
are mutually rectangular. Moreover, since the function W is
essentially positive, the latent roots of the function © are positive
as well as real, and there are therefore three real wave-velocities
UvTvy,, UvTy, and UvTys in any direction.

When a linear function has indeterminate axes, the v, function
of ¢—g vanishes where g is the repeated root (Art. 66). The
condition for indeterminate directions of vibration is therefore

V{G(%, %, a)—ca}{B(%, %, B)—cﬁ}=0, ...... (vIIL)

where a and 8 arbitrary vectors.

This equation admits of a finite number of solutions (v), which
correspond to Hamilton’s internal conical refraction. These
vectors terminate at double points on the wave-velocity surface.

The index-surface (MacCullagh) or the surface of wave-
slowness (Hamilton) is the inverse

S{e(l" ) a)_ca}{e(ﬁ‘r ) ,B)—Cﬁ}{e(,u., ) 'Y)"‘CY} =0 ...(IX.)

of the wave-velocity surface (viL), the vector u being equal
to —v-L
The wave-surface, or the surface of ray-velocity, is the envelope

f the plane
or he plam s§=1 or Sup=—1, cevrrrrecrreernrnnn. (x.)

subject to the condition (viL) or (1X.). That is, the wave-surface
is the reciprocal of the index surface with respect to the unit
sphere p*+1=0; or it is the envelope of plane wave-fronts in
unit time after passing through the origin; or it is the wave of
the vibration ;})lropagated from the origin in unit time; or the
vectors p which satisfy its equation represent in magnitude and
direction the ray-velocities. :

When the energy function exists a simple and remarkable
expression may be found for the ray-velocity p in terms of u
and 6. The wave-surface may be expressed by elimination
between

O(u, u, 0)=c0, dO(u, x, 0)=cdb, Sup+1=0, Spdu=0....(XL)
The second equation is in full
O(dp, w1, 6)+0O(u, du, 6)+6(u, u, d6)=cd0;
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and operating on this by S and attending to the law of inter-
changes (Art. 137 (v1iL.)),

28duO(6, 6, u)+SdeO(u, u, 0)=cS6d0;
and by (X1.) this reduces to
Sdu6(6, 6, u)=0.

Thus every du is perpendicular to 6(6, 6, 1) and also to p, so
that (6, 6, u)=xp where x is a scalar. Operating by Su we
find —2=Su6(6, 6, x)=S600(u, u, 6)=c6? and therefore

O(UB,UB, n)=cp...ccevevinieninrennnnn. (x11)

Further, if we operate on this by Su and on the first of (X1)
by SO we recover the relation Spu+1=0; so that all the
relations connecting U6, u and p are comprised in the two

relations
O(u, u, 0)=cO, 6(UB, UG, u)=cp. -cevvvvnvnn. (X11.)

(viii) Electro-magnetic Theory.

ART. 139. The fundamental circuital laws of the electro-
magnetic field are*

(1.) the circulation (—qudp) of the magnetic force (») in any
closed circuit is equal to the flux ( -—%L S'ydv) of the electric
current (y) through the circuit divided by the velocity of light
(u) in free space;

(IL) the circulation, with changed sign, (+IS¢dp) of the
electric force (¢) in any closed circuit is equal to the flux
(—:J.Sy,dy) of the magnetic current (y,) through the circuit

divided by u.
These laws are symbolized by the relations

fsmp=1fsyds [Sedp=—1fsya; .. @)

and because it is implied that the fluxes of the vectors y and v,
through the circuit are independent of any particular surface
bounded by the circuit (Art. 130 (xVv.)),

SVy=0, SVy,=0.....cceccvirirnirniinnns (1L)

*We cannot delay to explain the units employed in this article. Full explana-
tion will be found in the article by H. A. Lorentz on Maxwell’s lectromagnetische
Theorie in Bd. V,, pp. 63-144, of the Encyklopddie der mathematischen Wissen-
schaften. These units are but slightly modified from Heaviside’s rational units.
Much use has been made of Lorentz’s article and of Heaviside’s work in the
preparation of the account of the theory given in the text.
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We proceed to define more particularly what is meant by the
electric and magnetic current fluxes and by the electric and
magnetic forces in these laws. The electric current flux through

the circuit consists in general of three parts, the flux (—jSzdy)

due to the conduction current (¢), the rate of change (—D.IS&dy)
of the electric displacement (8) through the circuit, and the flux
(—|eSvdy) due to the convection current (ev) where e is the

density of electrification* carried through the circuit with
velocity v. In like manner the magnetic current is due to the

rate of change (— D,J.S,de) of the magnetic induction (8) through

the circuit, to a conduction current (;) postulated by Heaviside,
but probably non-existent, and to a convection current (ey,)
where ¢, is the density of magnetification carried through the
circuit with velocity v, On the whole the integral fluxes are

~[syar= —DJS&dy—ISady— eSudy,

~ [sy.v= —D,IS,de—IS:,du—J.e,Su,dy. e {1IL)

In the rate of change of the displacement through the circuit we
must take account of the motion of the circuit which we suppose
to move with the velocity o, varying from point to point. We
have therefore by Art. 129 (111.), p. 229.

Isydy=_[s@+.+eu)dy, ISy,dy=IS(§+a,+e,u,)dv, (V)

where §=8—VVVad—aSVS, B=B—VVVgB—0oSVA... ..(V.)

Converting the line integrals in (1) into surface integrals and
expressing that the relations hold for every possible small circuit
dy, we arrive at the differential equations of circuitation

vv,,=1.12(_s_'+,+w), VVe= -§<g+l,+e,u,>. ceereee VL)

We have not yet explained the meaning of the vectors e and #.
The total electric and magnetic forces at a point consist of
impressed forces (e; and »;) together with ¢ and . Thus if ¢ and
ne are the total forces,

€‘=€+5.~, "l=’l+"i; ..................... (VII.)

*This is not electrification of the medium. It is due to charges of electricity
carried by moving particles, for example.
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and Lorentz further divides the impressed electric force into a
part €. co-operative with e in producing the conduction current
and a part e;q co-operative with ¢ in producing the displacement.
We shall write

e=etectea N=n+nictNip, ccoeaeeeiianns (vir)

where the suffix i calls to mind that the force is impressed,
¢ that it relates to conduction current, d to displacement and
b to magnetic induction ().

Expressing that the conduction currents are produced by the
forces enumerated, we have

1=PB(eteic), ,=P,(n+9ic); eeereneerenerenn(IX))

and by Ohm’s law in the case of isotropic media & is a scalar—
the conductivity—and for anisotropic media ® is a linear vector
function. Similarly we suppose the postulated function P,
corresponding to the postulated magnetic conduction current +,
to be a linear vector function.

In like manner, expressing that the displacement (6) and the
induction (8) are due to the forces mentioned,

S=¢(et+eu) B=¢n+nms) «ccooverrrrrnnnnn. (x.)
The phenomena of hysteresis shows that ¢ and ¢, are not
always linear functions of the forces, but we shall only consider
the 1mportant case in which they are linear functions. For
isotropic media, ¢ is the (scalar) dielectric constant and ¢, is the
magnetic permeability.
Some little care is necessary in differentiating these expres-
sions when the medium is in motion. Owing to the motion ¢
may change its value at a point fixed in space.

ART. 140. The activity of the impressed electric and magnetic
gzr(i::s with reference to a small element of the medium of volume
Ald'v = - (Se‘,'cl + Sq.-,,-x, + S€u1(_§+ Sr[.;bé)d’v
= —(SiP-4+S, P, -1, +Sip 16+ S,4_§¢,’1,B)dv
H(Se(S+0+S1(B+1))AV, e (1)
transformation being made by (1X.) and (X.) of the last article.
Transforming again by (v1.) we tind
A, dv=—(S®-1+8Si,¢,7,+S8p-16+SB¢, 18

+eSev+e Sy, +uSVVen).do, ........ (11.)

because we have —SeVVy+4SyVVe=SVVey,

The electric and magnetic forces evoke mechanical forces, ¢
per unit volume, and the stress ®,dv across the directed element
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dv. If the element moves with velocity o the activity of these
forces on the element is

A dv=—(Saf+8SaP(V))dv, .......ccceee.(11L)
the last term, in which (V) operates on &, and on o in situ,

being equal to the surface integral -—ISa-‘I).dv over the element.

The total activity Adv=(A,+A4,)dV ..oocervrerrinnenn, av.)
is equal to the rate of transfer of energy to the element.
The term J==8S P 2—8,P, Y, .ccovviiiininnniainn (v.)

is by Joule’s law the rate of waste of energy per unit volume
owing to the conversion of energy into heat by the resistance.
The terms in this expression fortt%l}; Joulian waste are analogous
to the dissipation function of a viscous fluid. The term
eSev+ ¢Sy, relates to the convection currents.
The work done in increasing the electric displacement by the
amount d¢ is
—Sewdd= —S(e+ea)dd= —S¢-14ds, ............ (vL)

where eq is the total electric force operative in producing the
displacement. (Compare (vIIL) and (X.) of the last article.)
Experiments on dielectrics show that an energy function exists,
or 1n other words the work done is the differential of the function

W= —13S8¢-16= —3}Sewd = — §Seuperd, --....... (viL)

which represents the energy stored in unit volume of the medium
and due to the electric force. From the existence of this energy
function we infer that ¢ is self-conjugate. A similar result
holds good for the magnetic induction, and the energy due to

this cause is
= &SB¢1_IB == is'llbﬁ = - *S'hb¢,']tb- ...... (VIII.)

The energy stored in unit of volume due to electric and mag-
netic forces 18 the sum of W and W,.
When the medium is at rest the total activity is (11.)

Adv=(J+ W+ W,—eSev— e Snqv,—uSVVep)dy, ...... (1x.)

because in this case § and 8 must be replaced by d and 8. We
have accounted for every term except the last. This by a pro-
cess of exclusion represents the rate of radiation of energy from
the small volume. gt may be expressed as a surface integral,

—uSVVey. dv= -—u.‘.SduVer;, .................. (x)

and this is the total outward flux of the vector uVey, the vector
area dv being outwardly directed as usual. This vector is the
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Poynting vector —discovered independently by Professor Poynting
and Mr. Oliver Heaviside. It represents in magnitude and
direction the flux of radiated energy.

Granting that the same vector represents the energy flux
when the medium is in motion, and there seems to be no adequate
reason for doubt, the total activity is

Adv=(J —eSev—e,Spu,—uSVVen)dv+D( Wdv+ W dv), ...(X1)

the last term being the rate of change of the energy stored in
the element dv and due to electric and magnetic causes.
Equating this to the sum (4,4 4,)dv already obtained, we have

D(Wdv+ W dv)
= —(S6¢-16+SB¢,”'B). dv—(Scf+Se®,(V))dv. ...(X1L)
By Art. 129 (111.), p. 229, we find
Dy(Wdv)=(D.W — WSVs).dv
= —SD. ¢-18dv—34S38.Digp~1.8.dv— WSVg.dy,

where D;¢-! is the result of operating by D, on the function ¢-*.
Further, by (1v.) of the same article,

§=D3—VV'Vg'§=Dd—3SVa+SsV’. &,
and therefore
—Sé¢p-18= —SDis. 16— 2WSVe—S6V'Sa’p-16.
Hence equation (xI11.) becomes
Scé+Sa®,(V)=34S6.Dgp-'. 8+ 3Sé¢p-16SVa —SéV'Sa’p 18
+1SB.Dp, . B+4SB¢,"18SVo—SBV'Sa’¢,-1B. ...(XIIL)
The first term on the right may be written :
$S8.dip-1. 8—34Sa V4,916,
where V operates on ¢-! alone since we have generally
Dl = d« —~8Se V:

where d, refers to the rate of change at a point fixed in space.
Consider now the term 4Sé.di¢!.4, where d,¢-! is the time
rate of change of ¢-! at the extremity of the vector p

This change depends on the rate of distortion and on the angular
velocity of the anisotropic medium. In other words, it is a
function of the operation of V on o. Let §=1iu+jv+kw be the
displacement at the point so that o =1u+j9+ ki, and let u,, ete.,
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denote the deriveds of w and w with respect to z, y and z. .We

have
oW . oW . ow .
—%S&.d@‘l.6=aTz.u,+5?v.u,+%.vz+etc.
oW

W L oas . oW e
= S, SzVSw+,57v SjVSw+—vz SiVSjo + ete.
=870V
suppose, where V operates on o alone, and where
. W W oW
= = ™ 5,y
Introducing this function © and an analogous function for the
corresponding magnetic term, and accenting vectors o operated
on by V, we replace (x111.) by
So(£+2.V)+ 80’9,V
=S0'(0+6)V'—§ScV. (S8¢~6,+ 5B, 718y
+4(S6¢-16+389, 1B)SV'o’
—SéV'Sa’p 16 - SBV'Sa’p, 1B, ..uverueen(XV.)
Now this relation, or identity, is formally true for all velo-
cities o, and for all distortions and angular velocities (3 VVe¢);
and by the principle of virtual velocities we equate corresponding
terms of the relation. The symbolical statement of this principle
is that the identity (Xv.) remains true when we substitute ¥or
o, V' and ¢’ any three arbitrary vectors A, u and v. Hence

E+ PV =—3V(S8p 18,4+ SByd, 1By ++vvereees (xvL)
because p, = p, if SAp, =S\p, for all vectors A ; and again
Bu=(0+6,)u+iu(Sép-16+SL¢, 18)

— ¢~ 18S0u— ¢, 1B8SBu, ...(XVIL)

since ¢, =@, if Svt‘;‘=Sv¢,}4 for all vectors u and ».
Replace w in this expression by V operating in situ on the
various vectors, and we find

BV =(0+6)V+V.VVgp-15.5— 185V — 3 VSs,6-15,
bocause TV YV, 8. 8=, 1BSVB—} VSB,p-18, (xViIL)
}VS8p 18— ¢-1858(V) = } VS84 18— S6,V . ¢~ 16— $-16SV§

and g yyg-15. 5= VSs,p-18—S6,V. 618
=V §S8¢-18+V§S8up-18,— S8V . ¢-16.

ete. c.vereernnn (XIVY)
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Thus we find for the mechanical force ¢,
£=—(04+6,)V-V.VVgp-15.5+¢-16SVs
' —V.VVg,-1B.8+¢,~BSVB. ......(XIX.)

The stress across any small area is determined by (XVIL).
In general the terms in © and O, are small, and we shall
neglect them.
he stress across any small area due to the electric displace-
ment is when we neglect O,

Peu =34 uSp 16— ¢ 1686w,
and if u is parallel to ¢-18, we have
P Ugp-16=—3U¢p"16.88¢p-6=+Ugp"26. W,
while if u is perpendicular to ¢ -1,
P Uu=+4Uu.86¢p"16=-Un. W.

Thus the stress consists of a tension along the lines Ug-18
and an equal pressure at right angles to these lines, numerically
equal to the electric energy per unit volume. Similar results
hold for the magnetic stress.

ART. 141. When the circuit is at rest, and when there is no
convection current the equations of circuitation become

S4+1=uVVs, B=—uVVe veerrreeerrrennn, (r)

when we put (,=0. When moreover the medium is at rest we
have (Art. 139 (x.) and (1X.))

§= P(é+¢€ia), B=¢,(r']+i].'b), 1=P(eteic); coeeerennren (1)
and from these we obtain the equation
P (é+€ia) +P(é+éic)+uVVg, "1 VVe4+ uVViy=0 ....(11L)
which is explicit in the vector e ~Having determined ¢ from
this equation, the impressed forces being known, we obtain 6, ¢
and B8 by direct operations on e. The vectors y and VVj are also
expressible by direct operations in terms of e.

There are two principal types of this equation. For a
dielectric non-conductor ¢ is zero, and the propagation of the
disturbance is by waves. For a conductor incapable of storing
electric energy, ¢ is zero and the propagation is by diffusion.

When there are no applied forces the equations (1) and (1L.)
may be replaced by

pé+Pe=uVVy, ¢ n+Pn=—uVVe; ............ (v.)
and assuming €=Zpent®, n=ZAnnne™, .ccoctviiniiiiiniinns (v.)
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where the « and the b are constant scalars, the equations are
identically satisfied provided e, and 7, satisfy the equations
b,,¢e,. + P, = uVV;,,., b,,(ﬁlr;,. +P = —-uVVe, ....... (vL)
and the boundary conditions. The scalars b must in general be
determined by an equation arising from the boundary conditions
The scalars « depend on the initial state of the disturbance.

The particular solutions e,ebr!, 7,e‘, are the normal solutions, and for
any two normal solutions we have

uSVVen,+b,Se e + 5,891, +Se;Pey + 89, Py =0, ......... (viL)

because SVVen, =Sn,VV'e) — S, VV'y,. Integrating throughout the medium
and converting a volume integral into a surface integral we find,

u[SVendv + by [Seypegdv + by [Snyp,nydv + [Se,Pedo + [Sn.B,7m,dv=0;

u[SVen,dv+ b, [Sepe,do+ by [Sn, 7,40 + [Se;Pedv + [Sn®,mydv =0, (vir)
the second equation following by interchange of suffixes from the first.

If in either of these equations we replace b, and b; by conjugate complex
expressions b’ ++/— 10", and at the same time replace ¢, and ¢ by €+ —-1¢
and 7, and 7, by 7’ ++/— 17", the real part of the equations is

u[S(Ven' + Ven)dv+ b [(Sede +Se"dpe” +Sy'd 7' + Sy 7" )dv

+[(S€ D€ + 8P +Sn'dy +8y"®5")dv=0, ...(1ix)
remembering in the reduction of this expression that ¢ and ¢, are self-
conjugate (Art. 140 (vir.)). The surface integral is the total tnward flux of
energy across the boundary due to the distur%mnces ¢, 7 and €, ". If no
energy is communicated from outside the boundary, this is zero or negative
—zero if no energy from inside escapes, and otherwise negative. The
remaining integrals are all negative, the coefficient of 5’ being minus double
the energy stored by the two distributions separately and the remaining
integral geing minus the energy wasted by conductive friction. Hence in
any case b’ cannot be positive. If there is no energy radiated and none
dissipated, " must be zero or else €, €’, " and " must vanish so that there is
no disturbance. On the whole then, the real parts of the scalars b are zero or
negative when the medium receives no external energy ; when in addition
there is no dissipation and no radiation of energy across the boundary the
real parts are zero, and in this case there are permanent oscillations within
the medium, the scalars a being determined once for all by the initial
conditions,

ART. 142. We shall now give a sketch of the theory of the

ropagation of light in a crystalline medium adopting Clerk

axwell's hypothesis. The medium being supposed non-con-
ducting the functions & and &, disappear, and the equations of
a free vibration become

o= péo=uVVny, Bo=gio=—uVVeg, .crve....... ()
when ¢ and ¢, are two self-conjugate functions which are

constant if the properties of the medium are the same for the
same directions at all points.*

* The suffixes 0 are employed in these equations as we shall have more to deal
-with the vectors e and 7 defined in (11.).
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Assuming for a plane wave (Art. 138, p. 247) that _
e=esinn (t—Ss), np=nsinn (t—SS), RN ¢ i §

where v is the wave-velocity, we find on substitution in (1.)

d=ge=uVvly, B=¢n=—-uVvle ............ (11L.)
From these we obtain among other relations
—w=Sed=Sepe=uSev-1n=Snp,n=Sn8; ......... (1v.)

which show that the magnetic energy per unit volume is equal
to the electric energy, for we have

W = Sexpey=hwsintn(t=8L) = W, ........... V) .

The total energy is wsin*n(t-SB), and the mean energy is
consequently jw.
Again if p represents the ray-velocity we have
s§=1, Spdv-1=0..cecerirreareannnnn (VL)

for all differentials dv. Differentiating (111.)
déd=¢de=uV(dv-1.9+v"1dy),
dB=¢dp=—uV(dv-1.e+v de); ......... (VIL)
operating by Se on the first, or by Sy on the second, and
attending to (11L), we find
Sdv-Ven=0, ..cccervreriiininincennnns (vii,)

because by (1v.) Sedd and SBd» are each equal to — jdw.
As this holds for all values of dv we must have p parallel to
Ven, and by (1v.) we find for the ray-velocity

uVe;, (1x.)

and this, it should be notloed 1s rallel to the Poynting Flux
(Art. 140). Again it is eas { uce from (11L.) and (1v.) the
expression for the wave-velocity (u)

vV u
vl= —--@, OF U= e veveeeeesereneesrens (x.)
uw

/)
We have now enumerated six vectors depending on the
propagation of the wave which are connected by the relations,
% % %
=w'en =V B=gz Ve,

T _1 _1 .
=u,_wvaﬁ’ C—t—"Vﬁp, q—;Vpé,

J.Q. R

eee(XL)
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and these vectors when drawn from a common origin pierce a
concentric sphere in a pair of supplemental triangles.

- When some one of &:: four vectors B, 6, ¢ and » is given, all
the vectors can in general be determined subject to a choice of
sign. If e is given, we have ¢ =g¢e, w= —Sed and

- W .
n=1Vgep,e SVeped Voege s e (x11.)

for the equations give Spd=0, SBe=0, or Syge=0, Sype=0,
and the suitable tensor is found by substituting n=2Vgeg e in
w= —Sy¢n Hence B, p and v-* can be found without ambiguity
when the sign is selected. The case of exception is when e (or »)
i8 a solution of the equation

Vgap,a=0, ccccvinrrrnvuiinnninnnnnns (X11L)
or, in other words, an axis of the (generally non-conjugate)
function ¢-'¢, or ¢, 1¢.

When Uv or Up is given, two independent values of the
vectors can in general be found, and the solution corresponds to
the splitting up of a wave or ray into two plane polarised waves
travelling with a given direction for the wave- or the ray-velocity.
Let us seek to determine § and 8 from the second and third of
(x1.) when Uy is given. We have

3=%V¢l-1ﬁUv’ ,3=%,VUU.¢-13, ceeeresnned(XIV.)

and from these, when we eliminate 8 and ¢ in turn, and introduce
new linear functions ¢, and ¢,, we find
¢d=utV.¢,-'VUv. ¢ 15. Uv=Te?. 4,
oB8=u?V.Uv. ¢ Vg, BUv=Te2. 8.
Thus ¢ is an axis of the linear vector function denoted by ¢,
and Tv*is the corresponding root, and because ¢, has one zero
root (corresponding to the axis ¢Uv) there are only two finite
latent roots or two values of the wave-velocity along the
direction Uy. That the functions ¢, and ¢, have the same
latent roots appears from the fact that their latent cubics are
equivalent to the equation in T obtained by eliminating 8 and
¢ from (x1v.). If Tv® is the second root of ¢, and if & is the
corresponding axis, we have
Tv*Sé¢p 18" =u*SVUvgp-16'¢, 1VUug -6 =Tv*S¢'¢ -6,
and therefore (by (x1v.)), since Ti? is not generally equal to Tv?,
S8p-18'=0, SB¢, 1B'=0. ..cecvvrrnninnnnn. (xv1)

But these conditions may be written in the form

S8’ =S0'e=SBr'=SBn=0, ..ccnc........ (XvIL)
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where ¢, 8 », ete., correspond to &. Thus & is perpendicular to
e and v, and therefore parallel to 3 by (x1.), and 8’ is parallel to
6. In fact we have

Us=1UB, UB=FUs,.cccccevvreunnnnen (XvIIL)
because Uv=UVéB8=UVegE.
Since ¢ and ¢’ satisfy the relations (compare (Xv1.))
Sé¢p-18'=0, Sé¢,"'¢'=0, SéUv=0, S6Uv=0, ...(XIX.)
we eagily find on putting Uv=UVés' =V : TVSS in (xv.) that

w88, " 18'S8¢p 18 =Tv*TVE?, ....cvvvvunene. (xx.)
and that

__uw(S5'¢,18Ssp10)
Ves v

-19Q 5 -1V

This result leads to a simple construction. Let the quadrics
So¢-'w=—1 and So¢, 'mw= -1 ............ (XXI1.)

be constructed. Then by (Xi1xX.) § and & are parallel to the pair
of common conjugate radii in the central plane at right angles
to the direction of the wave-velocity. Let @ and o, be respec-
tively the vector radii of the first and second quadrics parallel
to 6, and let @’ and @, be those parallel to &', then we have

u , u
Voo v= Voo e

/, 4

and from this construction everything relating to the wave can
be determined. For the first set of signs in (XviIL) we have

s=ovw, B=vJw, =V, B=-oJu,
e=¢-10Jw, =8,/ Nw, €=¢ W, = — ¢,'IU,~/'°_°(:I(‘XW')
p=uVe ¢, ‘= p=uVe, oo,

where w is double the mean energy per unit volume for the
second wave* (Compare (Iv.).)
From the fifth and sixth of equations (X1.) we have

Tp-1=u-VepnUp, nTp-'=u-1VUp. ¢e; ........(XXV.)
and as in (XV.) we may write, »

doe=u"Vgp VUp.pe.Up=¢Tp-? }
don=u"VUp.pVepnUp=yTp-%

v=—

* Note that ¢~'@ has the same direction as the central perpendicular on the
tangent plane to the quadric SW¢ '@ = -1 at the extremity of @ and that its
length is the reciprocal of that of the perpendicular.
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and if we take ¢ and ¢” to be the two axes of ¢, corresponding
to the two finite latent roots Tp-? and Tp” -2 of the function, we
find as before ‘

Sepe” =0, Sepe”=0, Spgp5" =0, Sygpn” =0,
for it appears that Ue”"= +Uy, Uy”"= FUe.

We can write down results analogous to (XxIIL) and (XX1V.)
for the various vectors related to the waves whose ray-velocity
is along a fixed direction Up. °

‘We now return to equation (x11.), which we may write in the form

Ul =V¢¢¢,¢‘/ ( m—(u/T:i— 5-0,)), ..................... (xxvIL)
where m, is the third invariant of ¢, and where *
w= —Sede, w,=—Sede, W= —8ePpdp, e, ........... (xXxVIIL.)

because we have
sv¢‘¢l¢¢lv¢‘¢l¢ = m,S V Ml€v¢l-l¢‘('
Expressing p and v~! in terms of ¢, by (x1.),

_ uVeVede _ u(wpe—we)
P= Timao(w,— )} g {mao(ido, —wh)}

L mV. Ve g de—wge [T (xx1x.)
Y T ufimp(n, =)} w/im, (e, -t}
From these equations, on attending to (xxviiL.),
Sp(w0,$ - wh)1p=0, Spp-lp= -%’2 § eserssussaeenmenaed (xxx.)
Su- W — w1 =0, Sulpyi= - ’%% § eereereneesimnaens (xxx1.)

(ogp- W,)._'P=mf'“’("" —w,1p) M7= UW‘F’&T‘”’)} 3 -o(xXX11)

0, (1 — 0, 1) p= 410, — 0P ) U uevrernens (xxx111.)
(10 — 10, 1) p =110, — wP~1P) v} verecrerenes (xxx1V.)

the last relations, which alone are likely to give trouble, being derived from
(xxx11.) by operating with (v —w¢,"1¢)(w,¢b, "1 — ) on both sides, remember-
ing that in this the factors are commutative. .

From (xxx.) and (xxx1.) the equations of the wave-velocity surface and of
the ray-velocity surface may be written down, and equations (xxx111.) and
(xxx1v.) are suitable for investigating the cases of indeterminations which
correspond to external and internal conical refraction.

Suppoee, for example, that «/ =b*w, where b? is a latent root of the function
‘bt‘—l and that 8 (not now the magnetic induction) is the corresponding axis
while ' is the axis of the conjugate function ¢,~'¢ corresponding to the same

* It should be noticed that «’ has not here its recent meaning,
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root. The equation (xxxii1) fails to give a determinate value of p, and
operating on 1t by 88, we find

since ¢ =53¢ 3. Two other equations for v are obtained by puttiné
' =b%w in (xxx1.), and these are

Sv (B 1-¢ ) 1y 1=0, Svlpyl=-mbu2;......... (xxxV1.)
and from these three equations we find four values of v7), say +v,~! and
+ vl Substituting the value v~? in (xxx111.) and replacing w, by its value
in terms of p by (xxx.), we get
: m (53— P, ) p+m Py, Spd, o+ uldpy1=0, ........ (XxxXVIL)

and this equation represents a plane conic. For we have seen (xxxv.) that
each vector in this expreesion is perpendicular to @, so that if a’ and 7' are
the remaining axes of ¢,~'¢p corresponding to the latent roots -a® and ¢?, the
equation is equivalent to the pair

m,(b* - a%)8a’p+8a'dv; " (mSpd, ™ p +a*uf) =0,
m, (63— *)8y'p+8y'dv, " (mSpd, 'p+ ctuf)=0.

In order to calculate in the most explicit manner the vectors v,~!, etc., we
may by Art. 71, p. 100, reduce the functions ¢, and ¢ to the trinomial forms

¢ A= —ZaSad, pA=—Za%Sa), ¢ A= -Za'Sa'A, ¢~1A=-Zaa'8a’A,
where identically A= —ZaSa’A= - Za'S8al.
Putting v1=a'p+ g+ y'r, equation (xxxv.) becomes ¢=0, while (xxxv1.)
g P g’i r,zb ) 3 ) =0

reduces to p*(c2—b- ~2—a-?) and p*+r3=m b3 and we finally get
for the four vectors

v_l=~/n—¢;‘.ac(i%"\’:%:_§i% ::——:—S) ceveneens(XXXIX.)

Again, taking p=ar+ By+7yz, and substituting in (xxxvi), we find a
simple expression

m {(B - a®)ax +(b2 - ¢*) yz} - m,(aap + ycir)(2® + 3+ 2%) +(ap+ yr)ut=0 (xL.)

for the equation of the conic traced out by the extremity of p. We notice
that m,=8afy%.

In order to obtain more explicit forms for the equations of the wave-
surface and the wave-velocity surface, we note that the first equation (xxx.)

expands into
w38p¥p - w,wSpWp+1wI8pyY,p=0,
where ¥ and ¥, are Hamilton’s auxiliary functions and where
YVAp=VAdu+ Vo Adp.
By the aid of the second equation (xxx.) this becomes
SpypSpy,p+utBpWp+ut=0.......cc0vrrecricinnnnn (xL1.)

..... (XXXVIIL)

In like manner
Sv iy ly-18v- 1y, -yl 4+ w8y Wy~ u =0 ...........(XLIL)
i the equation of the wave-velocity surface, where
W, VAp=Vé-A, lp+ V- Aplp
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Other forms may be given to the equation of the wave-surface such as
m3Z8a’ pFZH3c*Ba’ p* — utm, Z (b3 +c¥)Sa'pP+ 4t =0,
derived from (xrt.), and Sa’

2 ma328a’p? — ul =0,

derived from (xxx.) by the aid of the trinomial expressions for the functions,
but in problems treated by quaternions it is frealently preferable to deal
directly with vector expressions rather than with the scalar equations of
surfaces obtained by eliminating certain quantities from the vector equationa.

Ex. Show that the wave-surface may be derived from a Fresnel's wave-

surface by a {uum strain,
[Put Y. p=r nand sj"(‘”"”‘”4")"P=Sp'<w,w.*¢¢«,*—»m,)—'p'. also

l-_ﬁ :P-"TP ’ etc.



CHAPTER XVIL
PROJECTIVE GEOMETRY.

ART. 143. There are several interpretations which may be
assigned to a quaternion and which we have not yet explained.
We now propose to show that a quaternion is capable of repre-
senting a definite point loaded with a definite weight or mass,
and throughout this chapter we shall speak rather indifferently
of quaternions or of points.*

In the identity

_ Vg\ _ . . _V
q—Sq.(l+§)—Sq.(1+0Q) if oq..§’?, ceeeeeen(L)

it is manifest that the point Q at the extremity of the vector 0Q
drawn from an assumed origin is determined when the qua-
ternion g is given, and that Sg is also determined. We regard
Sq a8 a weight or a mass concentrated at the point. We shall
sometimes use capital letters concurrently with small letters,

7=Q.8q, Q=140Q, ccervrrrrrrmerrrcrens (1L)

to denote points of unit weight, or unit points, so that Q.w
denotes the point Q weighted with w. Thus SQ=1, VQ=0Q.
The difference of two unit points is the vector joining them,

Q—-P=1+4+0Q—(14+0P)=0Q—0P—PQ; ......... (11L)
and the origin is the scalar point
O=L .cccirirrriiriininnrinneeaen (v.)

A vector represents the point at infinity along its direction, as
appears by allowing Sg to diminish indefinitely in ﬁl.) while Vg
remains constant, for ‘0Q will then increase indefinitely in length,
so that at last Vg represents the point at infinity in its direction.

*See Trans. R.I1.A., vol. xxxil., and PhAil. Trans., vol. 201, pt. vili. I regret
that at the time of publication of these papers I was not Aﬂuﬂn&d with an able
memoir by Dr. James Byrnie Shaw (4merican Joursnal of Mathematics, vol. xix.,
pp- 193-216), in which soméwhat similar results are obtatmed. — -~ .
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The relation
P+q+7r=(Sp+Vp)+(Sg+Vq)+(Sr+Vr)
=SP+g+M+V(P+g+T) e (v.)

contains the principle of the centre of mass. It asserts that the
point p+g+r is situated at the centre of mass of p, g and 7,
and that its weight S(p+q+7) is the sum of the weights of the
three points. In another form,

My (1+4a,)+my(1+ap)+my 1+a,)
= M0y +Myy + Myay
= (mymybmg) (14 LT T ),
Ex. 1. The middle point of the line AB is }(a +B).
BEx. 2. Interpret the relation
(Sp+Vg)+(Sqg+Vr)+(Sr+ Vp)=p+q+r,
regarding Sp+ Vg, etc., as representing weighted points.

Ex. 3. The centre of mass of equal and opposite weights is at infinity.

Ex. 4. The equations of the line a, b and of the plane a, b, ¢ are
g=za+ydb, g=za+yb+zc,
‘whers z, y and z are scalars.
Ex. 5, Corresponding points of similar divisions on the lines ab and
are
a b ¢ d
Sa +t <1 s—c'f' t Sa’
and corresponding points of homographic divisions on the same lines are
' a+th, c+td,
¢ being a variable scalar.
[See Art. 37, p. 41.]
‘Bx. 8. The equation ¢ =a+2bt+ ct? represents a conic.
Ex. 7. The equation g=a+tb+u(c+d)
tepresents a ruled quadrie, ¢ and « being variable scalars.
ArT. 144. In order to develop this method, it becomes neces-
sary to employ certain special symbols, and with one exception
these are to be found in Art. 365 of Hamilton’s Elements of

‘Quaternions, though in quite a different connection.

' For any pair of points, we write

, (a, b)=bSa—aSh, [a,d]=V.VaVb;............... (L)
and in particular, for points of unit weight (A=1+a, B=1+8),
these become ‘ ’
“(A,B)=B=A=8—gq, [4, B]=V.VAVE=Va8=Va(8—a) (1)
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Thus (a, b) is the produet of the weights into the vector connect-
ing the points, and [ab] is the profuct of the weights into the
moment of the vector connecting the points with resgect to
the scalar point or origin. The two functions («, b) and [a, b]
completely determine the line ab.

For any three points we write

[, b, c]=(a, b, ©)—[b, ¢]Sa—[¢, a]Sb—[a, b]Se, } (ﬁx )

(@, b, ¢)=8[a, b, c]=8.VaVbVe=Ra[b, c], T

and for unit points A=1+4a, B=148, C=1+4, these become .
[A, B, C]=SaBy—VBy—Vya—VaB, (ABC)=S.aBy....(IV.)

Hence it appears that the quaternion [«, b, ¢] determines the
plane of the points, and regarded as a point symbol [a, b, cg
represents the reciprocal of the plane with respect to the uni
:;) ere having its centre .at the scalar point. For the vector

[abc] : S[abe] is minus the reciprocal of the vector perpendicular
from the origin on the plane SpV(By+vya+aB)=SaBy; that is,
its extremity terminates at the pole of the plane with respect to
the unit sphere. The symbol (a, b, ¢) is the sextupled volume of
the pyramid OABC multiplied by the weights SaSbSe.

Any quaternion may therefore be regarded as representing at
pl(;lasure a plane or a point—reciprocals with respect to the unit
sphere.

The last special symbol we require at present is

or for unit points,
(ABCD)=SByd—Says+S8aBé—SaBy. ...........(VL)

Thus (ABCD) is.the sextupled volume of the tetrahedron ABCD,
and (abcd) is the same volume multiplied by the product of the
weights. ‘

Ig will be observed that the five functions are combinatorial,
that is to say, they remain unchanged when to any of the
quaternions involved in one of the functions is added a sum of
gMucts of the other quaternions multiplied by scalar coefficients.

or example, [a+xb+ye, b, c]=[a, b,c]. More generally when
the constituent quaternions are replaced .by linear functions of
themselves ‘with scalar multiplieis, the functions are merely
multiplied by a scalar. If any linear relation with scalar co-
efficients connects the constituents of a function, the value of
the function is zero. If any two constituents are transposed the
function changes sign, and in fact the laws of combination of
the rows or columns of an ordinary scalar determinant are
obeyed by the constituents of the functions,



266 PROJECTIVE GEOMETRY. [cHAP. xXVII.

ART. 1456. In terms of these functions, the equation of the
line ab and of the plane abc are respectively

[g, @, 5]=0, (g,a,b,¢)=0;..ccccuceeucerernca. (L)
the first expressing that ¢, @ and b are linearly connected, or
that the plane gab is indeterminate; the second requiring the

volume (QABC) to be zero.
The equation of the line ab may also be written in the form

where p is a point wholly arbitrary; and the equation of the
plane may be replaced by

Sql=0, where l=[abc],.....cccoceeuvueen (1)

the point ! being, as we have said, the reciprocal of the plane
with respect to the unit sphere*

orS.(140Q)*=0,0r 0Q*+1=0. Putting L=1+OL, the equation
of the plane takes the known vector form S(1+40Q)(1+0L)=0

The plane at infinity is

Sg=0,.cccetuiiiiiiiiiniriiiiiennnes (v.)

this being the reciprocal of the scalar point (the centre) with
respect to the unit sphere; or otherwise if ¢ represents a point
at infinity it is a vector (Art. 143, p. 263), so that Sq=0.

The formulae of reciprocation

([abe]; [abd])=[ab)(abed); [[abe]; [abd]]= —(ab)(abed), (V1.)
are worthy of notice. They connect two points a and b with
two points [abc] and [abd] on the recip: of the line ab, and
are eagily verified by vectors. Formulae, such as these, are
often suggested by the forms of the expressions. For example,
the left-hand members of the above relations evidently vanish
if @, b, ¢ and d are linearly connected. We infer that ( )is a
fm(ﬁl;b and the remaining factor must be a combination of (ab)
an

It is}often useful to observe that if ¢, j and % are mutually
rectangular unit vectors,

a, ';‘)=i’ [i!j]=k» [1’ i»j]': -k,
[, K]= =1, (L, 4,j, k)= —1;crrrrrerrn. (viL)

and relations such as these may be employed to ascertain the
numerical factors in expressions such as (VL).

# In ordinary homogeneous coordinates the auxiliary quadric is generally taken
to be 23+33+23+103=0. It is more convenient in quaternions to em roy the
unit sphere as the auxiliary. There is however no loss of generality. ( pare
Art. 153 (x.), p. 284.) .
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Ex. 1. Two lines, a, b, and ¢, d, intersect if
(abed)=0.
(a) This condition may be also written in the form
8(ab)[cd]+ S[ad](cd)=0.
Bx, 2. The point of intersection of three planes
8lg=0, 8mg=0, Snqg=0 is ¢=[I, m, n}.
Ex. 3. The line of intersection of two planes Slg=0, Smg=0 is

g=[{, m, n},
where 7 is an arbitrary quaternion.

Ex. 4. If four planes /, m, n, p have a common point
(¢, m, n, p)=0.

Ex. 5. The line a, b intersects the plane Slg=0 in the point
aSlb - bSla.

Ex. 6. The general equation of a conic is

g=at®+2bt+c,
where ¢ is a scalar parameter.

(a) The expression g=atta+b(t, +t)+c
represents the pole of the chord joining the points ¢ and #, or the tangent
at ¢, if ¢; is vanable.

(b) The pole of the line in which the plane Slg=0 meets that of the
conic is g=aSlc—2b80b+cSla.

(c) The centre is g=aSc—2b8b+ cSa.

(d) The conic is a parabola if SaSc=(8b).

(e) What kind of a conic is represented by

q= A4+ 2Bt+cC?

é 1) If q, ¢, g5 95 and g, are any five points on a conic, and if ¢, ¢, ¢, ¢.
and ¢, are the corresponding parameters, the anharmonic of the penci
9-{109:9s9} is

@—919-9)-(9—9» 7~ 90) _ (6 —ts)(ts— %)
@-999-9-(¢-907-0) (G—t)(t—4)
Ex. 7. The general twisted cubic is

g=(a, b, ¢, dfe1)%.

(a) The equation g=(a, b, ¢, dft), 13, 1)
represents the tangent at the point ¢, ¢, being variable.

(b) The osculating plane at a point is

g=(a, b, o d;!‘h 16‘:9 1§‘31 1),

two of the scalars ¢,, t,, ¢; being variable and the other being fixed.

(c) The equation in (a) represents the tangent line developable when
t; and ¢; both vary.

(d) If ¢, is given it represents the conic in which the osculating plane at
t; cuts the developable.

(¢) The locus of the poles of a fixed plane Slg=0 with respect to theee
conics is the conic,

g=t%(a8cl — 2b8bl + cSal) + t,(aSdl — bScl — cBbl + dSal) + bSdl ~ 208l + dSbl.



268 .PROJECTIVE GEOMETRY. [cBAP. xXVII

(f) The osculating planes at the points in which the plane Slg=0 meets
the curve intersect in the point

g =aSdl —3bScl + 3cSbl ~ dSal,
and this point lies in the plane. :
(9) The symbol of the osculating plane Spg=0 at the point ¢ is
p=[at+b, bt+c, ct+d];

and this equation also represents the cuspidal edge of the reciprocal
developable.

(%) The last equat.lon may be written in the form
p==08[abc]+ #[abd]+ t[acd] +[bed]).
(¢) The symbol of the plane containing three points #, ,, ¢, is

p=34t5ts[abc]+ Zeyty . [abd] + 24, . [acd]+ 3[bed]

(/) The anharmonic of the group of planes joining two varmble points on
the cubic to four fixed points is constant.

ARrT. 146. Hamilton has given two relations connectmg five
arbitrary quaternions,
a(bede)+ b(cdea)+c(deab)+ d(eabe)+e(abed) =0 ...... (1)
and o (abod)=[bod]Sae —[acd]Sbe+ [abd]Sce —[abe]Sde;; ...(IL)
which are of great importance and which eorrespond to the
vector relations

3SaBy=aSBys+ BSyad+ySaBs = VBySad+ VyaSBs+ VaBSysé.
The first has been virtually proved in Art. 39, p. 43, and we
may at once verify it by writing

za+yb+ ze+wd +ve=0,

where x, y, 2, w and v are scalars to be determined. From thls
by the combinatorial property, we have

0=(a, b, ¢, za+ yb+ zc+wd +ve)=(a, b, ¢, wd + ve),

which gives the ratio of w to v. This relation enables us to
express any point in terms of four given e(i)omt,:s so that we may
if we choose use an arbitrary tetrahedron of reference, for
example abed.

The second shows how to refer any point to four given pla.nes

Sag=0, Sbg=0, Scg=0, Sdq=0;
a.nd the truth of the formula may be verified by observmg that
g{. consistent results when we operate with Sa, Sb,

It will be observed that the relations (1.) and (11.) are linear
with respect to each of the five quaternions, so that the weights
of the points do not enter. In fact, just as in tetrahedral
coordinates, geometrical relations depend on homogeneous func-
tions of the quaternions. Though it is in geneml distinetly
disadvantageous to employ any system of coordinates in
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quaternion investigations, or even to refer in thought to any
tetrahedron or axes of reference until a problem has been
reduced to its ultimate simplicity, yet it is worth while observ-
ing that if we express a variable quaternion g in terms of four
given quaternions a, b, ¢, d by means of the relation
g=wa+yb+zctwd, ......cvvaneunnnnen. (nL)
the scalars z, y, 2 and w are the anharmonic coordinates of
Art. 40, p. 43. : :

Ex. 1. The line de meets the plane abc in the point
« d(abce) - e(abed).
Ex. 2, Show that
([abe), [def))=[er)(abed) +[ fd](abee) +[de](abef),
[[abc), [def]]= —(¢f)(abed) - (fd)(abos) ~ (de)(abef).

[Compare Art. 145 (v1.). Four points on the line of intersection of the
?lanes abc and def are d(abee)—e(abed) and d(abef)—f(abed), and the
unctions [a'd] and —(a'd’) for two points on the line are proportional to
the right-hand members of the above. The weights are correct, and it only
remains to determine the numerical factors. tting d=a and e=b, we
verify the signs by the equations cited.]

Ex. 3. The point of intersection of the planes abc, def and ghi is

a b c
(adef) (bdef) (cdef)
(aghi) (bght) (cghi)

[Equating the left-hand member to xa+yb+2c, we have

z(adef)+y(bdef) +z(cdef)=0, etc.,
and to determine the factor we may put
a=1, b=1, c=j, [abc]=—k, [def]=i, [ghi]=J.
The le]ft-hnnd member becomes +1, and the determinant also reduces
to +1.

Ex. 4. Given four triangles a,b.c., Where =1, 2, 3 or 4, show that six
times the volume of the tetrahedron determined by their planes is

(2103Ds0s)  (Brashecs) (c1a3b5c5)
(1a3bses)  (Brashycs)  (crasbses)
(@aded (Bradecy) (eradic)
[This follows from the last example.]

Ex. 5. Establish the identities

Saa’ Sab’ Sac

8ba’ SbY 8bd |=—S[abc][a'bc];
Sca’ 8cb' Sed
Saa’ Sab’ Sac Sad’
Sba’ Sbd' 8bc Sbd’
Sca’ Scb’ Sed Sed’
Sda' Sdb 8dc Sdd’

[[abe), [defD [ghi]]=

.

1
II(anbucn)

= — (abed)(@b'¢d").
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e first determinant is combinatorial in @, b and ¢ and also in a’, &’
and ¢. It vanishes if either triangle reduces to a line, and conversely.
Hence it must be a scalar function of [abc] and of [a'b'c’}, that is (having
regard to the weights) it must be of the form

xSV [abe] V[a'b'c]+yS[abec]S[a’b'c’),

where z and y are numerical factors. For a=a'=1, b= =j, c=c'=F we
get y= -1, and for a=da'=1, b= =1, c=c'=5 we find vr= - ]’

Ex. 8. Prove that
Saa’ Sab’
Sba’ SBY
[This is most easily proved by vectors. Compa;re Art. 145, Ex. 1.]

|=S(avb)(a’b’)—S[ab] [a®].

Bx. 7. Find the equation of the hyperboloid having three given
generators ab, a’d’ and :gb" . pe &

[There are various methods of finding this equation, but we shall give a
method to illustrate the use of Ex. 3. If p and ¢ are any two points on

a generator of the opposite system to the given lines, the conditions of
intersection are (pgad)=0, (pqa’d’)=0, (pqa"F)=0. Regarding these con-
ditions as the equations of planes, p being the variable point, 510 condition
that the planes should intersect in a line is [[qub]l[ga’d’][¢a’b"]]=0, which
becomes (aga'd)(bga"d") - (bga'¥')(aga’d")=0.]

ART. 147. The results of the last article are particular cases
of a very general theory applicable not only to quaternions but
to any operators or quantities which are associative and
commutative in addition.*

If f(a,b) is a function of two quaternions distributive with
respect to each, the function

J(@, 0)=f(b, @) cevenvininiininiieinennd (1.)

is combinatorial in « and b, for it remains unchanged when we
replace a by a+ yb or b by b+ za, because

fla+yb, b)=f(a, b)+yf(b, b) and f(b, a+yb)=1(b, a)+yf(b, b).

In like manner if f(a, b, c) is distributive with respect to a, b
and ¢ the function f(a, b, ¢)—f(b, a, ¢) is combinatorial in « and
b; the function formed by subtracting from this the result of
interchanging a and ¢ is combinatorial in @ and b and also in
a and ¢; and the function of six terms

DE o O J N ()
formed by transposing a, b and ¢ in f(a, b, ¢) ih every possible
way, by changing the sign after every transposition of a pair of
constituents and by adding the results together, is combinatorial
in @, b and ¢. Similarly if f(a, b, ¢, d) is distributive in a, b, ¢
and d, the sum S+, € @) e (mmw.)

*See an interesting paper by Prof. A. S. Hathaway, Proc. Acad. of
Seience, 1897.
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is combinatorial in a, b, ¢ and d; and finally

Ztf(a,b,c,d,€) ceeninnninninininnnn.n. (iv.)

is combinatorial in a, b, ¢, d, e and vanishes identically because
the five quaternions are linearly connected.

It is geometrically evident from Art. 144, that every com-
binatorial function of two quaternions « and b must be a function
of (ab) and [ab]—the two vectors which determine the line ab.
Every combinatorial function of @, b and ¢ must be a function of
[abc] which determines the plane abc; and the only combinatorial
function of four points is (abcd)—the sextupled volume of the
tetrahedron determined by them. Hence (11.) is a linear function
of [ctﬁ)c] and (111.) is the product of a quaternion by the scalar
(abed)

Now in forming these sums, we may proceed step by step.
For example, let us transpose bede in f(a, b, ¢, d, €), leaving a
unchanged. We obtain the sum

Z+f(a,, b, c,d,e),

where the temporary suffix applied to a denotes that it is free
from the operation indicated by £+. Next interchange a and b
and change the sign and permute a, ¢, d, ¢, leaving b unchanged.

We get =3 +f(b,, @, ¢, d, €).
Finally the vanishing combinatorial function (1v.) is expanded
in the form
2 1 f(agbede) — 2 + f(bydede) + Z + f(coabde) — 2 + f(dabee)
+Z 1 f(eabed) =0, (v.)
and this general result includes Art. 146 (1.) as a particular case.
in we may leave two or more quaternions fixed and add
together the sums obtained, so that for example
2+ f(aghed)— = + f(a,cdd) +ete. = =+ f(abed). ......(V1.)
These expansions correspond to the expansions of determinants
by minors.
Ex. Find the sources of the functions

([abe}, d), [[abc), 2],

which are combinatorial in a, b and ¢, or in other words find linear functions
of a, b, ¢ from which the combinatorial functions may be derived by
summation and transposition.

[Since (abc). Vd=[bc]8.aVd+[cal8S.bVd+[abd]S.cVd
and V[abc]Sd= —[bc]SaSd —[ca)SbSd - [ab)ScSd,
the first expression is =+ bcSad,,. Similarly the second expression is
~V.[b]Vd.8a-V.[ca]VdSb-V.[ab]VdSc,
and the function may be derived from — VbSVeVd,.8a or from — bSed,Sa,
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certain parts of this latter expression vanishing under transposition and
summation. As a determinant, the function is
'

a b c
[labeld)=| 8a 86 Sc |,
|Sad Sbd Sod |

and this way be deduced directly as follows. We may assume
[[abe}d)=2a + yb +zc since S[abc][[abe]d]=0;
and we have 28a+ySb+28¢=0, xSad+ySbd+:Sed=0.
The numerical factor of the determinant resulting from this may be
determined by substituting special values for a, b, ¢, dﬁ

ART. 148. We shall now consider the general linear trans-
formation of points in space.

In analogy with the linear vector function, the linear
quaternion function fq is a function which satisfies

J@4+b)=fa+fb coecviniiniiniiniinnannnn. (r)
for all pairs of quaternions a and b.
The relation P=Jq cerireirviiiriinninnennannn. (1)

represents the general linear transformation from points g to
points p, lines and planes

g=a+tb, g=a+tb+uc, .
becoming lines and planes

p=Fa+ifb, g=fa+ifb+ufe,
and anharmonic properties being preserved.

If four given quaternions, a, b, ¢ and d, are converted by a
linear transformation into four others, a’, ¥, ¢’ and d’, the
function which effects this transformation is (compare Art. 62
(1v.), p. 88, and Art. 146 (1)

fa=—{a'(bedq)+'(cdga)+¢'(dgab)+d'(gabe)) (abed)™* ; (trr)
and this function is in the quadrinomial form. To reduce a
function to the quadrinomial form, we may arbitrarily assume
any four quaternions «, b, ¢, d and use either of the relations
connecting five quaternions. Taking the second,

fq={fTbed])Saq—f[acd]Sbg+flabd]Secq
~flabe]Sdg}(abed)1, ....(1v.)

and thus a linear quaternion function depends on sixteen
constants, four constants being involved in each of the four
quaternions f[bed)], ete.

In (111.) we supposed the weights given. Let us now determine
a function which shall convert five given points A, B, C, D, E into



ART. 150.] LINEAR TRANSFORMATION. 273

five others A’, B, C, I, E, paying no attention to the weights.
Such a function is
7 _ A'(BODG)(BC'D'E)) | B'(ACDG)(ACD'E)
9= ~(BCDA)(BCDE) ' (ACDB)(ACDE)
+C’(ABDq)(A’B’D’E’ ) +D’(ABCq)(A’B’C’E’)_ )
(ABDC)(ABDE) (ABCD)(ABCE) ’ """
for replacing ¢ by A we get fA=A’(B'C’'D’E’)(BCDE)-!, etc., and
putting ¢=E, we have fE=E'(A’B'C’'D’)(ABCD)-! in virtue of the
relation connecting five c}ua.t,emions. Thus the function (v.)
s

effects the required transformation, and it is evidently deter-
minate to a scalar factor. (Compare Art. 65, Ex. 5, p. 92.)

ART. 149. A linear function f being regarded as producing
a transformation of points, the inverse of its comyugate f-1
produces the cm'respo'nj;zg tangential transformation.

For any quaternions p and g,

Spq=Spf-'q'=8¢f "p=S¢p, it ¢=fq, p.=f'p. ......(1)
Hence any plane Spg=0, in which g is the current point and
the symbol of the plane, becomes after the transformation

gp,q’:O, where ¢’ is the transformed current point and where p,

is the transformed symbol of the plane. In other words when

ints are transformed by the operation of f, planes are trans-
ormed by the operation of f’-1.

ART. 160. Now the symbol of the plane may be expressed in
terms of three points in the plane (Art. 145, p. 266), and therefore
for some scalar factor n,

nf -Yabc]=[fa, fb, f(]=F'[a, b, c], ............ (1)
since we may either transform the symbol of the plane in one
step by f'-1 or we may transform the points a, b, ¢ which enter
into the symbol by £ The function F” is & new linear function
analogous to Hamilton’s ¥, and it is connected with f'-! by the
relation N=fF =Ff. cceeeereeaererereerrernnn, (i)

The scalar » may be explicitly expressed in terms of four
arbitrary points, a, b, ¢, d, by operating with S. fd on (1.), when

we find n(abed)=(fafbfcfd)=S[abc]Ffd, ............ (1)
where F is the conjugate of F".
Thus in addition to (11.) we have,
N=fF=Ff; cccc0vvvriirivinninnnn. (v.)

and we may also write
n(abed)=(fafbfefd)=(f'af bf'of d), } ............ )
ro  Flabel=(faf b cl=nflabe)
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Replacing f by f+t, where ¢ is a scalar, the relations
Mm=n+tn'+n"+ 30" + = fiFi=(f+t)(F+tG+t*H +13) (vL)

are obtained, where the new scalars n’, n”, n"” and the new
linear functions @ and H are defined by

n'(abed)=Z(afbfcfd); n"(abed)=Z(abfcfd);
n”(abed)=Z(abefd);
Glab]=[a, f'b, f'e]+[fa, b, f') + [fa, fb, c];
Hlabc]=[f"a, b, c]+[a, fb, c]+[a, b, fc).
Moreover, on account of the arbitrariness of ¢ in (V1.),
n=fF, W'=fG+F, n"=fH+Q, n""=f+H; ...(vIL)

and from the symbolical equations may be deduced the following
explicit expressions for the auxiliary functions

H=nlll—f; G=nll_nlllf'+ﬁ; F=nl_nlif+nfllf’_fa; (Ix.)
and the symbolic quartic

(viL)

n—nf+nfr=n"fP f4=0 ...cccccee...n. (x.)
satisfied by the function f.
ART. 161. Let ¢, t,, t, and ¢, be the roots of the scalar quartic
B—n"B+n"—nt4+n=0, .c.cceerennn... (1)
so that the symbolic quartic may be expressed in the form
F=t)(f=t)(f=t)(f—t)=0. ...ceceenrenenee.(IL)

It follows just as in the case of the vector function that

(f—t)g,=0, where (f—t)(f—t)(f—-t)a=qy -..... (riL)
and that g, is a fixed point—a united point of the transformation
—one of four q,, q,, ¢; and gq,. The point g is quite arbitrary.

The equations
p=(f=t)q p=(f—t)(f—28)q, «ocvrrverrnn.s (v.)
represent respectively a united plane of the transformation and
a united line—the plane [q,, g5, q,] and the line g4,
We have also by the property of the conjugate,
Sq,'p=8q,(f—t)q=0 if (f'—t)q,’=0;......... (v.)
and thus the united points (gq,’, g,, g5’ and g,’) of the conjugate
(f') are the reci&»rocals with respect to the unit sphere (Art. 145)
of the united planes of f. In other words, the united points of
a function and of its comjugate form tetrahedra reciprocal
with respect to the unit sphere.

Ex. 1. Prove that fg may be reduced to the form
Sg=(e+€)Sq+8'Vg+4Vy,

and determine its latent quartic in terms of the linear vector function ¢,
the vectors € and ¢ and the scalar e.
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[By the distributive principle fg=fSq¢+/Vq, etc. To determine the
uartic assume f =tq=t?8q+'3 ), a?ld qunte scalar and vector parts. We
nd (e-¢)Sq+ q=0, (¢—t)V9q+¢Sq=0, so that

(e—-t)-Se(p—2)e=0.]

Ex. 2. Construct a function with four zero latent roots.
[Assume fa=b, fb=¢, fe=d, fd=0.]

¢ Ex. 8. Examine the nature of the symbolic equation satisfied by the
unetion Fa=a(bedq)+b(cdga) +¢ (dgab)-+d'(qabe).

[Every point a+ub on the line a, b, is a united point of the function, and
the F function of fq—(abed)q vanishes identically. The quartic degrades
into a cubic.]

Ex. 4, Construct a function satisfying a symbolic quadratic.

This may arise from one of two causes. The function may have two line
loct of united points a, b and ¢, d; or it may have a plane locus of united
points @, b, c. In the first case the latent quartic is a perfect square. In
the second it has a triple root. For full details on these matters see Pkil.
Trans., vol. 201, viii.]

Bx. §. Prove that two real lines remain unaltered by the general real

linear transformation.

[If the roots are all real of course the six edges of the united tetrahedron
remain unaltered. If the roots are all imaginary, they occur in conjugate

irs, and the uniterd;&i)oints must be of the form a++/—1b, c+~ —~1d. The
ines ab and cd are and remain unchanged.] - .

ART. 162. Just as in the case of the vector function, we
obtain two new functions

Fo=dFHf), F=3F=F D eovreneereeeinnnens (L)

on combining a function and its conjugate by addition and
subtraction.

The function f, is self-conjugate and the function f,
negative of its conjugate, or

Jo=Tss F==F s eeviiiiiiiinii (1),

as we see at once by the property of the conjugate.

Since fgq is the general linear function of q, Sqfq or Sgf,q
is the general scalar quadratic function, and

Sefe@=0.cceiiiiiiiiniiiiiininnn. (11r.)
represents the general quadric surface, the surface being quite
arbitrary both in shape and position, and not now referred to.
its centre as in Art. 72, p. 106.

In like manner Spfg=0.cceiriiiniiiiriiiiiiinnn @v.)
is the general equation of a linear complex, or of a family of
lines p, q satisfying a single condition of the first order. For if
we replace p by p+12q the equation remains unchanged, for we
have generally, by the property of the conjugate (11.),

Sqf.9=—Sqfg=0.

is the
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The equations Sqfia=0, Sqfb=0 .ccccoeuiiriiiinininas (v.)

represent respectively the polar plane of the point a with respect
to the quadric, and the plane containing the lines of the comgkax
which pass through b. The first equation may be deduced from
the result of substituting a+t¢q in the equation of the quadric,

when we find
Safa+21Sqf,a-+PSefg =0,

and if g is on the polar plane, the points in which the line aq
meets the quadric must e ressi%(ie by a+tg, a—tq, because
the polar plane is the locus of harmonic means, and the points
a, a+1q, q, a—tq form a harmonic range.

If Slg =0 is an arbitrary plane we see on comparison with (v.)
that the pole of the plane with respect to the quadric is f,~1,
and that the point of concourse of the lines of the complex which
lie in the plane is f,-}. It also appears that

Sif,"1=0 and Smf,~U=0.....cc........... (vL)

represent respectively the tangential equation of the quadric,
or the equation of the reciprocal quadric; and the tangentia.l
equation of the complex (the intersection of the planes =0,
Smg=0 being a line of the complex), or the equation of the
» reciprocal complex.

A complete account of the nature of the united points of the
functions f, and f, is furnished by the theorem of Art.151. Since
J, is its own conjugate, each of its united points is reciprocal to
the plane containing the remaining three, or the tetrahedron of
united points is self-conjugate to the sphere of reciprocation.
We saw in Art. 67, p. 96, that it is impossible for a real self-
cconjugate linear vector function to have a pair of equal roots
without having indeterminate axes, and this use a real line
cannot be perpendicular to itself. But a real self-conjugate
linear quaternion function may have two of its united points
coalesced into a single point provided the point is on the sphere
of reciprocation. e argument about real roots does not now
apply. For suppose a++/—1b and a—+/—1b to be two united
pownts of a self-conjugate quaternion function, the condition of
reciprocity is

S(a+a/=1b)(a— &/ —1b)=Sa? +Sh?=0,

and this condition can be satisfied for real points a and b if one
point (a) is inside and the other (b) is outside the sphere of
reciprocation Sg?=0.

As regards the function f,, the most general form its symbolic
quartic can have is

402 4n,=0 or (fi—s8)(f1—8)=0,......... (viL)
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because the same quartic is satisfied by the function and by
its conjugate (—f). Supposing the united points to be a, a’,
b and V', where :

fa=al3a, fb=—al8b, fa'=da, f}'=—a/5V,
it is evident that @ is the united point of the conjugate which

corresponds to the root —a/s, etc., and therefore by the theorem
of Art. 151 we must have

Sa?=0, Saa’'=0, Sab’'=0, Sh*=0, Sba'=0, Sbb'=0,
Sa?=0, Sb%=0.

In other words the lines aa’, al’, a’b and bb’ are generators of
the unit sphere, or aa’bb’ is a quadrilateral on the sphere. The
four lines are consequently all imaginary. By Ex. 5 of the last
article it appears that the lines ab and a’d’ must be real; and
since these lines are reciprocal to the unit sphere, one of them
(ab) meets the sphere in two real points (¢ and b) and the other
meets it in two 1maginary points (a’ and b’). Consequently one
of the scalars (s) is positive and the other (8') is negative.

The common self-conjugate tetrahedron of two quadrics
8qf,9=0, Sqf,q=0 has the united points of f,~'f, for its vertices.
For 1f Slg =0 18 the polar of a point « for both quadrics

fie=tfia=l or fi-lfla=t,a,............... (viIL)
so that « is a united point and ¢, the corresponding latent root of
fi"Yz If bis a second united point corresponding to the root ¢,

Sbf,a =t,Sbf,a =Saf,b=1,Safb=0,
because the functions are self-conjugate. These relations are,
however, geometrical consequences of (vIiL.) and analogous
expressions.
A little care is necessary when dealing with the equations of
quadrics such as

8q. 745590 or SqUi+af)(fitut)9=0;

the second form of the equation shows that the function involved
is not self-conjugate, although f, and f, are self-conjugate, unless
/1 is commutative with f,.

Ex. 1. In terms of vectors prove that the forms of f and f, are

So(1+p)=e+e+8ep+dw; f,(1+p)=¢,—8ep+Vup;
¢ being a scalar, ¢, ¢,, » being vectors and ¢, being a self-conjugate linear
vector function.

Ex. 2. Prove that the latent quartic of the function £, is

t+8(? — n") — (Spe =0
and verify the conclusions respecting the roots and united points of f,.
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Ex. 3. Prove that Sqfofi Vig=0
is the locus of the poles of tangent planes of the quadric Sgf;¢g=0 with
respect to the quadr?: Sqfg=0. !

Ex. 4, The locus of the points of concourse of lines of the complex
Spfg=0 which lie in the tangent planes of the quadric Sqf,g=0 is the
quadric S¢£,/,~'fg=0.

Ex. 5. An arbitrary quadric and an arbitrary linear complex have a
common quadrilateral of generators.

is follows by expressing that the point of contact of a plane =0
with the quadric 8¢ f,g=0 is the same as the point of concourse of the lines
of the linear complex Spf,g=0 in the plane. e have fa=tfya=ul, where ¢
and u are scalars, so that f;'fa=ta. There are thus four points (a) through
which pairs of the common generators pass, and these points are the united

points of f,7Yf,.]

Ex. 6. If £, and f; are any two functions, prove that the latent quartics
of f,/; and of j} A are identical.

(a) Show also that the latent quartic of fy~1f, is of the form

4+ 2N+ N=0.

[The first part follows exactly as in the case of vector functions (Art. 71);
the second is obtained by combining this principle with the fact that
—f.fo™! is the conjugate of f,7'f,.]

Ex. 7. If a, b, a’ and &' are the united points of the function f,~f,
corresponding to the latent roots +¢, —¢, +¢ —¢, prove that if we take

za+yb  za' +wb Za+yb da'+wl
= + TE I = ¥ 2k
9= JBafpt ISaFE P JRafh  JBaTE
the equations of the quadric and the linear complex take the canonical forms
8gfg=2y+0=0, Spfg=t(zy -y)+¢ (e - #v).

Ex. 8. Prove that in any linear transformation the locus of a point
which with its derived is in perspective with a fixed point is a twisted cubic.

If a is a fixed point, the condition requires [fg, ¢, a]=0, so that ¢, fg
and a are in a line. This equation may be rep&ce& by (f+¢t)¢g=ua, or

g=u(f+¢)'a; and this curve meets an arbitrary plane Slg=0 in the three
points determined by the cubic SI(f+¢)"'a=0, or SI(F+tG +H +)a=0.]
Bx. 9. Prove that (¢, f9, p, fp)=0

represents the quadratic complex of lines connecting points and their
correspondents in the linear transformation produced by J)m

(a) Prove that the reciprocal of this complex is the complex of the
conjugate f', (@S9 0, fP)=0.

(If p and ¢ are any two points on a line joining a point to its corre-

ndent, we have for some scalars z, ¥, 2, w, the relation zp+yg=1(2p +10g).

e complex follows on the elimination of the scalars,

If 8lg=0 and Smq=0 are any two planes through ¢ and its correspondent
Jq, we have Sf"lg=0, S8f'mg=0, and for some scalars 1'%+ym=j’(d+wm).]

Ex. 10. The lines joining points to their correspondents which meet an
arbitrary right line a, b generate a quadric

(¢, /4, a, b)=0.
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Ex. 11. An arbitrary quadric Sq¢f,g=0 has eight generators which join
points to their correspondents in an ax?git.mry linear transformation.

&If the line g, fg is a generator of the quadric, the point ¢ is one of the
eight intersections of the three surfaces

89/ =9, 8fgfq=0, 891 fofg=0.
We shall see that this is the extension of Hamilton’s theory of the
‘“umbilicar generatrices.”]

Ex. 12. The generalized normal at a point on a surface being defined as
the line joining the point to the reciprocal of the tangent plane, prove that
the normals of the doubly infinite family of quadrics

o m .qg=0 =
89.L52 =0 (f=f)
compose the quadratic complex (g fgpfp)=0.
Bx. 13, The feet of the generalized normals of the doubly infinite
family which pass through a given point a are given by
='fl.y

=5 ®

where y and z are scalar parameters.

w:l':ii:bgl{ '}l;oill:t tf);l n:;lhe normal to the quadric x, y at the point ¢ may be
in the

%q=u%q+tq, where u+t=1, ur+ty=z.]
Bx. 14, The locus of the feet of normals of the family of quadrics
y=const. which pass through a given point is a twisted cubic.
Ex. 15. A quadric has eight generators which are also normals.
[Exglressing that ¢g=fa+za is a generator of the quadric Sgfg=0, we
have Safa=0, Saf?a=0, Safa=0, which give eight points a and eight
corresponding normals. See Ex. 11.]

Bx. 16. Find the locus of poles of a fixed plane with respect to the
system of quadrics f+z
% ey

(a) Prove that the plane Slg=0 touches one quadric if x is fixed, three
if y is fixed, and that if no restriction is placed on z or y, the locus of the
points of contact is a conic section.

[Compare generally Exs. 12, 13, 14. In general, if p is a point of contact,
p=;—_':_'£l with the condition Sl:;% {=0, or

p=l+(@y-2)(f+2) 1, or p=I8Uf+z)U-(f+x)"US.I2
(since we need not attend to the weight of p). This reduces to a quadratic
M p=ISIFl- FIS.B+z(ISIGL- GIS. )+ z3(ISLHL - HIS . ),
and the locus of p is a conic.]
Ex. 17. The tetrahedron formed by a point and by the poles of the
tangent planes at the point to the three quadrics of a system inscribed in a

developable taken with respect to any fourth quadric of the system, is self-
conjugate with respect to this fourth quadric.

.¢=0.
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equation of a system of quadrics inscribed in a developable is
8¢(fi+zfy)'¢=0, this being the reciprocal of a system passing through a
common curve. If r, y, z are the parameters of the quadrics which
through a point p, if f-'q=0istbefourd: mznqthog:lu the
tangent planes are £, +7)- 1Py folfit 4 1Py iU+ P, But

8hh+f) -7 LG +af) P
=Sp(fi+f) (i +yf)'p
=(z-9)'Sp(fi+ ) (i + F) -+ + D),
and this vanishes si i the three quadrics r,y, z. This in particalar
gives the theoremm gonh?og quadrics cqut at ngh,t: {ngles.] "
Ex 18. The locus of the poles of a plane Sga=0 to the same system of

quadrics is the line
g=(fit+tof)a or [9fafm]=0;

the locus of the poles of the system of planes Sg(a+)=0 is the ruled
quadric

g=(L+f)(a+d) or (gfafibfe)efbfefd)=(afafibfd)afiafarfd);
and the locus of the points of contact of the system of planes is the twisted

cuble, g fi(a+B)S(a+)fy(a+tb)— fy(a+h)S(a+b)fy(a+b).

[In reducing the scalar equation of the quadric obeerve that the
quaternion equation is of the form ¢=a,+.ray+¢(b,+xb,) and apply the
idcntity]Art. 146 (L) to eliminate the arbitrary weight of ¢ and the scalars
randt.

Bx. 19. Prove that two planes can be drawn through an arbitrary line
to be conjugate to every qnugic of the system.
the planes Sg(a+t)=0, Sq(a+¢b)=0 are conjugate to the quadrics
1"1¢=0 and Sgf,~'¢=0, the conditions of conjugation
8(a+)f,(a+b)=0, S(a+th)fy(a+b)=0

lead on elimination of ¢ or ¢ to a quadratic in ¢ which determines the two
planes in question. The case of exception arises when the line is a generator
of some quadric. The two conditions become equivalent.]

Ex_k 20. Examine the particular cases of the twisted cubic locus of
18.

[When the line of intersection of the planes is a generator of one of the
quadrics, f; suppose, the locus becomes ¢=f,(a+tb). This shows that the
ints of contact are homographic with the tangent planes Sg(a+b)=0.
en the line of intersection of the planes is not a generator of some
quadric, let Sga=0 and Sgb=0 be the specmllg' selected planes of the last
example, and let Sa(f;+ufy)a=0, Sb(f,+v/})b=0 so that v and v are the
eters of the quu{ri touched by the two planes, then the equation of

the cubic becomes

g=(i+¥f)(a+b)Safya+(fi+fp)(a+b)FSbfb.

The cubic is plane if ( f,afyafibfeb)=0. (See Ex. 9.)
The cubic degrades into a conic if (f;+v/;)b=0, or (f;+ufy)a=0, that is,
if either of the planes is a united plane of f,1f;.]

Ex. 21. Determine the quadrics of the system Sq(f; +2/y)~1¢=0 touched
by an arbitrary line.
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[Taking the line to be the intersection of the planes Sga=0, Sgb=0
of the last example, the condition of contact is most simply obtained by
expressing that the reciprocal line g=a+tb touches the reciprocal quadric
Sq(fi+xf3)¢=0. Thus we find

Sa(f; +212)aSb(f; + zf3)b - (Sa(f, + zf5)b)? =0,
or simply ’ (z —u)(x ~v)=0,
80 that the line touches the quadrics touched by the planes.]

Bx. 22. Show that the equation of the tangent cone from the extremity
of the vector p to the quadric
. . 8¢ (i+zf)1g=0
may be written in the form
87(6,+26,)'7=0, where 6.A=chaA+epSpA—eSpA—pSead
in the notation of Ex. 1, » being equal to 1 or 2.

[The condition that the line of intersection of the planes Sag=0, Sbg=0
shot;lldftouch the quadric Sgf~'¢=0 may by the last example be written
in the form

(e +28ea+ Sapa)(e+ 283+ SBPR) — (e +Se(a+ B) +SapB)y=0,
where a=1+a, b=1+. This reduces to
—~SVaByVap+2Sed(a~ B)VaB+eS(u—B)d(a— B)-Se(a—BY=0,
and if the line of intersection of the planes is parallel to  and if p is the
vector to a point on it, we may take VafB=r, fB—a.=-—Vp-r (see p. 40,
Ex. 4), or B—a=-VpVaB. Substituting this last expression for 3-a,
we find that the condition mes

SVaB{VbadB - Vba(eSpB+pSef) - V(eSpa-+pSeu) 48
+eVapSpB+eVppPBSpa - Vep(SeaSpP — SefSSpa)}=0
or  SVafV(ga - eSpa—pSea’tepSpa)(B - €Sp - pSeB-+epSpB)=0.
In this transformation we make use of the fact that
SVeVafBdpVpVaB=8VpVafBpVeVaf
in order to have the function in the last expression self-conjugate. If then
OA =X —eSAp— pSAe+eSAp,
- e . _
B 6. 26s the resuls roquired ia obtained ] ® 7=/ e and therefore

Ex. 23. If p is any point; p,, p,, ps the reciprocals of the tangent planes
to the three confocals (parameters ¢,, #;, ¢;) which pass through the point ;
show that the tangent cone to any other confocal (parameter ¢) is

z28.p2 22S.p? 28S.pd
-1t + t—1 + t—1t =0,
where any point g is expressed in the form 2p + ., p, + 23 p3 + 23 ps.
[The condition that the line p+ug should touch the confocal ¢ is
Sq(f+0)7'gSp(f+8)~'p—-(Bg(f+#)7'p)*=0, or Sghg=0
if A is the linear function defined by
hg=(f+0¢Sp(f+8)"'p-(f+97pSe(f+)"'p.
Substituting in turn p, p, (=(f+1¢,)"'p), ps and p; for ¢, we find Ap=0,
hp=(t-4,)"'p,Sp(f+1)7'p, ete,
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because we have
A(f+a) p=(f+ (f+8) MpSp(f+8)'p - (f+4)pSp(f+a) (f+8)'Ph
which reduces to
A(f+a)p=(@-t) ' (f+ ) pSp(f+0)7'p

since Sp(f+0)'p-Sp(f+4) 'p=(6 - )Sp(f+4)'(f+) '
The equation Sghg=0 reduces to the required form since Sp, p;=0, etc.]

Ex. 24. Find the equation of the tangent line developable of the
quadrics 8.¢*=0, Sq¢fg=0.

[If p is the point of contact of a tangent line pg to the common curve,
the four conditions S. p?=0, Spg =0, Spfp=0, Spfg=0, show that

(® 9/, f9)=0, or that (f+2)p=(f+2)e,

where r and y are two scalars. Substituting for p in the conditions of
contact, we find four relations in ¢, x and y, which are easil{ seen to be
equivalent to three. The second condition gives A=8q(f+2)'(f+y)¢=0;
and because the first and third combine into Sp(f+y)p=0, they give

Sq(f+a) 2 f+3)g=0, or 2 8q(Ff+ay (f+1)g=0.
Again the second and fourth give
Sp(f+2)¢=0, or B=8¢(f+y)g=0.

To eliminate = and y we have therefore to equate to zero the discriminant of
4 with respect to z and to employ the condition B=0. On expansion A
becomes Sq(F+26 +22H+2%)(f+3)g=0,
and a8 B=0, this reduces to the quadratic

Sq(F+zG+23H)(f+y)g=0,
and the discriminant equated to zero giveg

48¢H(f+y)gSqF(f+9)q - (8¢G(f+3)g)*=0.
Putting for y its value in terms of ¢ the required equation is obtained.]

EBx. 25. A plane is drawn through the line ab, and through the line cd
the plane is drawn which is conjugate to this with respect to the quadric
Sqfg=0. The locus of the intersection of the plane is

S[gab]f~![ged]=0.

[If ¢ is a point on the intersection, [gab] and [gcd] are the symbols of the
two planes. The equation may be transformed by Ex. 5, Art. 146.]

ART. 163. A linear quaternion function has in general sixteen
square roots quite analogous to the square roots of a linear
vector function. A function and its square roots have the same
united points, and the latent roots of the derived functions are
the square roots of those of the original, there being sixteen
different sets according to the choice of signs. (Compare p. 99.)

In analogy with the reduction of a linear vector function to

e product of a conical rotator and of a self-conjugate function,

e may write

So=rJip, fp=ff.p, where f,=f/ and ff/=1,...(1)
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since if we take f, to be a square root of the product ff’ we must
have f; f, =1 because
Fi=If =f S

L= £=U Y e (L)

It appears on counting the constants that f, is not a conical
rotator, there being sixteen constants in f and only ten in the
self-conjugate function f,, so that there must be six in f, Con-
sidered geometrically the function f, converts the unit sphere
into itself and leaves unchanged conditions of conjugation with
respect to that sphere, because

Sfaf,b=0 if Sab=0.
Further, because f,=f,-! transformation of symbols of planes
effected by the ction f, is identical with that of points

(Art. 149).
To study the nature of a function f, which satisfies the relation

and thus we have

ffi=1=ff, or fi=f/"Y or f/=f1 .ccc....(TIL)
we shall endeavour to reduce the function to the form
fi=f.f where fo=f., fi=r( )} . (IV.)

that is to the product of a self-conjugate function and a rotator.
First we notice that if a function f,, which satisfies the condition
Jf+f/ =1, converts a scalar into a scalar, it is a conical rotator,
affected it may be with a minus sign. For if
F)=1=£(1),

we have for all vectors p,

Sf,p=Spf,(1)=Sp=0.
Thus f,p is a vector, and the mutual inclinations of vectors and
their lengths remain unchanged after operation by f, because

Sf.pf, p=Spp".
To effect the reduction (1v.), we notice that we must have
f2=1, f)=Fu1) coernrirninninininnnnn. (v.)
because fify=ff [ A=A} and f()=/f(1)=£(1).
Let us now for the sake of symmetry introduce two quaternions
« and b defined by the relations

1+f(V)=a=14+f,(1), 1-f,1)=b=1-f,Q1)....... (vL)

These quaternions are known when the function f; is given,
and in virtue of (v.),

fwa=a, fb=-=b Sab=0, ....ccc.cc.uuuud (VIL)

80 that @ and b are united points of the function f,. -
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Take any point ¢ conjugate to the line ab, so that Sac=0,
Sbc=0; and take the point d conjugate to the plane ubc so that
Sda=0, Sdb=0, Sdc=0. Then we may assume

fuie=c, fuld=—d, ccieririeiininne..d (vIIL.)
and it is evident that all conditions (Art. 152, p. 276) are satisfied
for the self-conjugation of the function f,, and that flp=p,
where p is any point whatever. The function f, is determined
by the four conditions (viL) and (vIiL), and the rotator f, is
given by f,-f, or by its equivalent f, f. It will be noticed that
there is an infinite number of ways in which this reduction may
be made, for the point ¢ may Ke any point whatever on the
reciprocal of the line ab. Also the function f, has two line loci
of united pointst—he line ac and the reciprocal line bd.

Thus we can in an infinite variety of ways reduce an arbitrary
function f to the form

f=fifofn where f,=(ffP, fi=1, fi=r( )rl..(x)
As a simple example, consider the transformations which
convert one quadric into another, or which change

Sqfig=0 into Spf,p=0, where p=fq. ........... (X.)

fi=ff.f whence 1=f7f, if f=f3f} ......(x1)
and the function f, is quite arbitrary subject to the condition
fif=.
“’As another example we propose to show that the intersection
of two quadrics is expressible in the form
g=U 4+ e, (XI1.)

where f is a linear function, £ a parameter and a a constant
quaternion.

If this curve lies on the quadric Sgf,qg =0, the relation
S(f+thafy(f+tia=Sa(f +t f(f+tla=0
must be identically satisfied for all values of £. Now
3 LR BEPPE PIL BNPN IRLS PPN FY B PP I |
KUHL7 =K +0) O+ 0 =0 A+ (xu)

as appears by squaring both members of each equation, so that
the condition may be written

SR AL AR A AR A )

This becomes rational in ¢ if the square roots involving ¢ are
identical, that is if

FOPRI=FMETY o FR=AS orif f=fi Yy .o (xIV)
here f, is a self-conjugate function, the condition now becoming
Sa(f;+1tf;)a=0, or Safa=0 and Saf,a=0.

We have
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Finally,

q=(f1“f,+t)*a, where Safia=0, Saf,a=0, Saf,f,"f,a=0 (xv.)
is the curve of intersection of the two quadrics Sgfig=0,
Sqf;g =0, because if we put f,~1f,=/1;"1. fof, 'f, and notice that
Sf2Ji7Y; i8 a self-conjugate function, the conditions that the curve
should lie on the second quadric are seen to be the second and
third of the conditions (xv.) Thus a is one of the points of
intersection of three known quadrics.

Ex. 1. Investigate the transformation of one quadric into another by
first transforming to the unit sphere, then transforming the sphere into
itself, and finally transforming the sphere into the second quadric.

[If Sqf,g=0, Sqfyg=0 are the two quadrics, the steps are

—_rk — -
where f,f; =1.] a=/"® 53=S9y B5=f "9

Ex. 2. Under what conditions can a function f be formed so that for all
points ¢ and ¢’ we shall have

Sphp'=8q/yy’, where p=/fq and p'=7fq'1
a) Find the function f when the conditions are satisfied.
We must have ff, f=f, with the implied relation ff,’f=f;’ connecting
the conjugates of these functions. Hence
LS =N SR AT
and therefore the latent roots of the function f;~!fy must be identical with
those of f;~1f}". For if ay, b;, c5, d; are the united points of f3~1fy’ and if
t,, t3, ts and ¢, are the corresponding latent roots we have (see p. 1003

STV fag=t, fa., etc.

Further if z, g,z and w» are certain scalars and if a,, b, ¢;, d, are the
united points of }/"fl’, we must have fu,=2xa,, fby=yb,, feg=z¢,, fdy=10d, ;
and because ff;/=f, we have n*n,=n,y, where n, n, and n,y are the fourth
invariants of £, f; and fo. But

n(asbycgds) = xyzw(a;byeyd,), or (%bzcad!)ﬁs=xyz'”(albloldl)‘\/'7n
and subject to this condition x, ¥, z and w are arbitrary, and the function f
involves these arbitrary constants and is given by

Jq - (ashyesdy)= — Zaa,(byeydyg) ]

Ex. 8. Under what conditions can two quadrics Sgf,g=0, Sqf;g=0 be
transformed into two others Sq {.q=0, Sqfig=01

[This is nearly the same as the last example. We must have {" L S=ufs,
S faf =vf,, where u and v are scalars, and hence f~'f;)f, f=uv"1f,~1 1, 80 that
the latent roots of f,'z" and of f;~!f; must be proportional. in the same
way we obtain the conditions that a linear complex and a quadric should be
simultaneously converted into a linear complex and a quadric.]

Bx. 4. A twisted cubic g=(abed{t, 1)®* may be converted into another
¢’ =(a'b'¢d’§¢, 1)® with arbitrary correspondence of points.

[Assuming ¢ —utw

u't+v
establish a homography connecting the points on one cubic with those on
the other, and if we equate corresponding powers of ¢ in the relation
f- (abedlit, 13 =(ab'dd Yut+v, w't+v)

we have four relations which determine the function £.]

where u, v, ' and v’ are arbitrary scalars, we
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Ex. 5. Prove that °
g=Ni(f+2)(f+y)(f+2)}.¢, Where Se’=Sefe=Sefe=0,
represents a confocal of a generalized system when two of the parameters
z, y, z vary ; the intersection of two confocals’ when only one parameter
varies ; and a point common to the three confocals corresponding to given

values of the parameters. (See p. 124.)

Ex. 6. The generalized confocals are inscribed to the developable of
which Fy

g=(f+2)%
is the cuspidal edge.

[The line of the developable corresponding to x is g=(f+u)( F+a)te;
the osculating plane is g=(f+u)(f+v)( f+z) ¥ ; the symbol of this plane
is [(f+2) e, F(f+ax)Ye, f3(f+az) el or (f+2)t[e, fe, f%], or simply
p=(f+ z)te. This plane touches every confocal.]

Ex. 7. Eight generators of the circumscribing developable are generators
of an arbitrary quadric of the confocal system.

[The line (f+u)(f+2)¥e is a generator of 8¢(f+2)lg=0, and this is one
of eight ﬁorrespond(mg to the eight values of ¢ éeduoed from the conditions
of Ex. 5.

Ex. 8. Eight rays of the complex of lines joining points to their
correspondents in an arbitrary linear transformation are generators of an
arbitrary quadric.

(The equation of a raﬁ of the complex is g=( é;i— u)a, where a is arbitrary.
This is a generator of the quadric g)qf,q=0 if f5a=0, Sa(f'f,+ff)a=0,
Saf f,fa=0. This is the generalization of Hamilton’s theory of the umbilical
generatrices.]

B Ex. 9. The reciprocal of the developable generated by the tangents to
the curve
g=(f+tya is p=(f+iy-=b, where b=[a, fa, f%a]

and where m is a given scalar.

Bx. 10. The family of curves ¢=(f+¢)™a includes the right line, the
conic, the twisted cubic, the quartic intersection of two quadrics, the ex-

cubo quartic and the cusif‘ldal edge of the developable circumscribed to two
quadrics ; the corresponding values of m are 1, 2, —1 or +3, 3, 4 and §.

Bx. 11. The centres of generalized curvature at a point on the quadric
Sq(f+2)ig=0 are ;
=Lty O
¢ f+xq and ¢ f+.rq’

where y and z are the parameters of the confocals which pass through the
point g.

[The point ¢=(f+u)(f+x)"'q is situated on the generalized normal at ¢
(Ex. 12, p. 279), and if this po?nt remains stationary, that is if it is the
int of intersection of consecutive normals,

de=cdv=(f+u)(f+2) gdo=_f+u)(f+z)"'dg+(f+2)qdy,
as ¢ is stationary de and ¢ must represent the same point so that
edv, where dv is some small scalar. This condition may be replaced by
=(f+u)~1(f+w)gdv, where w is a scalar, and operating by S(f+x)'¢, we
almost exactly as in Art. 82, Ex. 4, p. 122, the required result.]
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Ex. 12. The surface of centres of the quadric = is represented by
g=(f+2) {4yl (f+ate; Ser=Sefe=Sefe=o0.
Ex. 13, The differential equation of right lines on the surface
Sq(f+2)7g=0

b, &
Va@) Val)

where n(y) is the fourth invariant of f+y.

[The differential of g={(f+2)(f+y)(f+2)}e is

=3.(9%y , dz .
dg=4. (AL +25 ) VAT+DHNG+ ke
and the differential equation of right lines on the surface is ohtained by
equating to zero

sdg(f+ayrdg=18e( AL 4L )" (£4g)(f+a)e

is

f+y f+z
_ [tz +9,
—}(dy’Senye+d:’SefL+g

=}(z-y).{dy*Se(f+y)'e—dz*Se(f+2)'e}.
Now Se(f+y)le=n(y) 'Se(F+yG@+y*H+3y°)e=n(y)'SeFe in virtue of
the conditions satisfied by e.]

Ex. 14. The differential equation of generalized geodesics on the

surface is"
N N g
A —0) Y Vape—w &%

where w is a constant of integration.

[A generalized geodesic is a curve whose osculati:g plane contains the

le o% the tangent plane with respect to the quadric of reciprocation
g -¢*=0). Thus ((f+2)7'g, ¢, dg, d%)=0 is the differential equation of a
geodesic in terms of ¢ and of its deriveds.

Writing this equation in the form f+x)“q+tq+ud3+vd’q=0, where
¢, v and v are scalars, operating by Sg, g, S(f+x)"'¢q and S(f+z)"'dg, and
observing that 8dg(f+2)-'dg+8¢(f+2)-!d’¢=0, we deduce

Sq( t+x)‘_’dg +S‘dg(f+ .z')‘_'d’g _8. g’Sdgd’g - §gdgds_gd’g =0.
Sq(f+2)7%q * Sdg(f+«)'dg  S.¢'S.d¢"-Sgdg’
This immediately integrates, and we find
Sq(f+2)%Sdg(f+2){g=1(S. ¢S . dg* - Sqdg"),
where # is a scalar constant. By the last example we have
8dg(f+2) g = (- )(n(3)"dy* ~ n(:)'ds")Se e,
and similarly
Sq(f+2)2g=(y - x)(z— z)n(x)'SeFe; S.qg*=Sef’e= —SeFe; 8gdg=0,
S.d¢?=}(z-y)(z-y).n(y) 1. dy? . SeFe+}(xr—2)(y — z) .n(z)~1. d23. SeFe.

Collecting these results ‘and putting 2+ sn(z)=w, the required equation
is obtained.]



A

288 PROJECTIVE GEOMETRY. [crAP. xVII

ART. 154. We shall now give a few examples relating to in-
variants of linear transformation and of quadric surfaces, and
shall explain their geometrical import.*

By Art. 150 (v.), p. 273, the relation

((f— t)a” (f_' t)b’ (f— t)cs (f—' t)d)
=(abed)(n—nt4+n"E—n"t24t) ......... (r)

is an identity for all scalars ¢ and all quaternions a, b, ¢ and d.
In this sense », n’, n” and n"” are invariants, and every
relation connecting them implies some peculiarity in the nature
of the transformation effected by f But there is a wider sense
in which these four scalars are invariants. If n, and n, are the
fourth invariants of two arbitrary functions f, and f, the
relation ’

Sfe-thida (Wffa- thidb, (Wfh-thde (hWif- tf;fz)d)}(n )
=(abed)nng(n—n't4+n"t2—n""t* 4+ t4), )

is evidently true since (fip, fig, /i, f18)=n,(pgrs), where p, g, 7
and s are any quaternions. Thus any relation implying a

uliarity of the function f and depending on its four scalar
invariants, implies also a corresponding iarity in the mutual
relations of the functions f,ff, and f,f,, that is, in the relations
of any pair of functions that can be reduced to the forms f,ff,
and f,f, (See p. 98 and Ex. 3, p. 101.)

Bx. 1. If the function f transforms any tetrahedron abed into another
a'b'c’d having its vertices on the faces of the original, the invariant n™
vanishes and an infinite number of tetrahedra possess the property. The
converse is also true.

[The conditions are (a'bed)=0, (ab'cd)=0, (abc'd)=0, (abcd’)=0, and
because a'=fa, etc., we find on addition that n’=0. Let a, b and ¢ be any
arbitrary points, and let d be determined from the first three conditions.
Then we have n"'(abed)=(abed’), so that if »"'=0, the point fd will lie on
the face abc. More generally when 2" =0 there exists an infinite number
of tetrahedra so that the tetrahedra derived from any one by the operation
of the functions f, f/; and £, f; are related in the manner described.

If n'=0, the flaces of the derived tetrahedra contain the vertices of the

original.]
Bx. 2. The invariant »""? —2n” vanishes whenever a tetrahedron abed is

80 related to its correspondent in the transformation, that the tetrahedron
transformed from the correspondent has its vertices on the original.

[The sum of the squares of the latent roots of f is zero, or the first
invariant of f* vanishes.]

Ex. 3. When the invariant
(n"2—4n")2 - 64n
vanishes it is possible to determine an infinite number of tetrahedra (abed)

*8See Phil. Trans., vol. 201, * Quaternions and Projective Geometry.”

-
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and their deriveds (a'd’'c’d’) so that a tetrahedron can be inscribed to abed
and circumscribed to a'd'c'd’.

[The sum of the square roots of the latent roots of f is zero, or the first
invariant of one of its square roots f i vanishes.)

Ex. 4. If an infinite number of tetrahedra can be inscribed to one
quadric surface and circumacribed to another, find the invariant relation.

[Let abed be the four vertices of a tetrahedron inscribed to the quadric
8¢/19=0, and let the faces touch Sqf;g=0 at the points a'¥'cd’. If a'=fa,
etc., we have four equations of inscription Saf,a=0, etc.; twelve equations of
conjugation, Sa/fh=0, Sbfza=0, etc., or Sa f‘,b=0, Saf, f6=0, etc. ; and four
equations of contact Sa'fa’' =0, or Saf’f; fa=0. The equations of conjugation
require f;f to be self-conjugate, or /,f=f7,; and the equations of contact
may therefore be repl by Saf; f2a=0, etc. Hence if the first invariant
of £ is zero and iff,fl; - f'fy it 18 possible to inscribe in the quadric S%f,f’q=0
and to circumscribe to S¢f,¢=0an infinite number of tetrahedra. F¥or when
we assume two of the vertices a and b, we have to determine c and d to satisfy
%clz, b, ¢, @)=0, (a, fb, ¢, d)=0, (a, b, fe, d)=0, Scf;f?¢=0 and Sdf, f*d=0.

e first three give d in terms of ¢, and on substitution in the fifth we have
two equations in ¢, any solution of which will be applicable. :

The quadrics Sqf,f?¢=0 and Sqf,g=0 possess therefore the required
gro‘f)erty, and so do the quadrics ngf, =0and f,g=0, if it is possible to

nd a function f for which f, /2= ,_fgf=_f"f8 and #”'=0. It is easy to see

that the conditions are satisfied if the invariant of the last example vanishes
for the function f;~.]

Ex. 5. If a tetrahedron circumscribed to 8¢f;g=0 is self-conjugate to
Sqf%r 0, the first invariant of the function f;~!f; vanishes.
[This is virtually proved in the last example, the function f; being f;1.]

Ex. 6. When the invariant n” vanishes, it is possible to determine an
infinite number of tetrahedra (abed) and their deriveds (a'd'c’d’), so that each
edge (ab) of one of the tetrahedra intersects the opposite edge (c'd’) of the
correspondent.

[The invariant is (abed)n” = Z(abc'd’), and it manifestly vanishes if opposite
edges intersect, that is if each of the six terms (abc’d’) vanishes. Conversely
if n”=0, we may arbitrarily assume two of the points a and 5. We have then
to determine ¢ and d to satisfy five conditions, (abc'd’) =0, ete. Solving for d
(Art. 146, Ex. 3, p. 269) from three of these and substituting in the remaining
two, we get two equations quartic in ¢, and the point ¢ lies on part of the
curve of intersection of the quartic surfaces represented by these equations.]

Ex. 7. Find the locus of intersection of generators of a quadric which
are the sides of a triangle self-conjugate to another quadric.

[If the quadrics are Sgfig=0, Sgfag=0, we may first reduce the second
quadric to the sphere Sq*=0 and the first to Sqfg=0 where f= f,'* A f,—*.
If %is the intersection of the generators and @ and b the remaining vertices
of the triangle, the conditions are

Sqfq=8qfa=8afa=8q¢fb=8bfb=0, Saq=8bg=S8ab=0.
Now for the first invariant of f we have
n"(a, b, ¢, )= (S b, ¢, fg)+(a, fb, ¢, f)+(a b, 4, f9),
and the conditions require (fa, b, g, fg)=0 and (a, 1, g, fg)=0, because the
four constituents of the first are r:'ecql’prgeal to a, while l’;hc;seqof the second are
reciprocal to b.  Also [a, b, g)=xfg, and therefore the locus is
n"8qf%q=8¢f¢]
J.Q. T
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Bx. 8. Three intersecting edges of a tetrahedron self-conjugate to one
quadric touch another. Find the locus of the intersection.

[If the tetrahedron gabc is self-conjugate to Sg*=0, we have wg=[abc],
ra=[beg), yb=[caq], z2c=[abq]; and if the line ga touches Sqfg=0, the
relation SgfgSafa—Sqgfa*=0 must be satisfied. This condition of contact
may be written in the form 8¢fg(fa, b, ¢, ¢)—8fqa(fg, b, ¢, 9)=0, and there
are two similar conditions of contact obtained ?rom this by cyclical inter-
change of a, b and ¢. Writing down the identical relation connecting
a, b, ¢, g and fg, and utilizing the conditions, we find

qu{fQ(a) b) () 9)"7(“’ br c’fQ)}_Sqfq{nm(ai b9 Gy 9)—(“, bv c,fQ)}:O;

and this reduces to Sqf%g —n""Sgfg=0, when the factor S.g? is discarded,
remembering that [abc]=10g.]

Ex. 9. Each of three planes Sga=0, Sqb=0, Sgc=0, mutually conjugate
to 8¢?=0, touches one of the family of confocals &( f+u)'¢g=0. Find the
locus of the intersection of the planes.

[The points g, a, b, ¢ satisfy the conditions of the last example which do
not depend on the function f. ~ The conditions of contact are of the form
uSa®+8afa=0 or u(abeg)+(fabeg)=0;
and hence (u+v+w+n")8g*-8qfg=0
is the locus required.]

Bx. 10. The edge ab of a tetrahedron self-conjugate to Sq*=0 touches
the quadric 8qfg=0. The condition of contact may be reduced to
(fafbed)=0,
and the invariant »” vanishes if all the edges touch the quadric.

[By Ex. 6, Art. 146 and (v1.), and Ex. 1, Art. 145, this follows without
trouble.]

Bx. 11. If the functions f;, f;, fs, etc., are transformed by multiplying
them by an arbitrary function f, and into an arbitrary function f,, the
functions f, f;7f;, £i/s " fsSi" 'S5, etc., undergo the same transformation and
may be said to be covariant with the original functions for this type of
transformation.

(2) The function f4, defined as the coefficient of ¢,%4¢y in the identity
Stytsts finlabe)=[2Z¢ ' a, 26, 71D, 2ty £ e),

where ¢, t,, ¢, etc., are arbitrary scalars, is (to a scalar factor) covariant
with the original functions.

(b) Examine the nature of the transformations the inverse and the
conjugate functions undergo simultaneously with the original functions, and
find the condition that self-conjugate properties may be preserved.

ArT. 155. Several important geometrical and numerical
relations may be deduced from the identity

P1(Ps Ps Py Ps) + Do Py Py Ps P1) +Ps( Py Ps P1 Pe)
+ (D5 1 P2 P3) +Ps(P1 P s P) =0, ... (L)

in which p, is a rational and integral homogeneous quaternion
function of ¢ of order m,,.
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The scalar equations

(PsP1P2Pe) =0, (PP PsPI=0 woovvinnneen. (1)
represent two surfaces of orders Z,m;—m, and Z,5m,—my
respectively, and any point on their intersection satisfies the
quaternion equation

[P, PP =0, cvvveieriiiiiiinnennnnns (1)

or else the three scalar equations

(PePsPuPs)=0, (P3PaPsP)=0, (P,PsP1Pg)=0. ...(1V.)
Hence we see that the curve of intersection of the surfaces (11.)
breaks up into two parts, one of which is represented by (1IL),
while the other—the complementary curve—is common to the
five surfaces (11.) and (1v.).

Now the order of the curve (I11.) must be a symmetric function
of m,, m, and mg, and that of the complementary curve must be
a symmetric function of the five orders m,. The sum of the
orders is equal to the product of the orders of the surfaces (ir.),
that is, to

(Z5my—m)(ZSm; —mg)=ZPmmy+ Z3m 2+ 2 3mym, ;
and accordingly the order of the curve (111.) and that of the
complementary curve are respectively

Mg =23Mm 2+ Z3mym, and m.=Zpmm,. ......... (v.)
Again the points common to the three surfaces (1v.) must
either lie on the surfaces (11.) or else must satisfy the equation

(PaPs)=0, ceorrieriiniiiiiinininnnnns (vL)

which requires p,=up;, where u is a scalar. In the former case
the points lie on the complementary curve. When three surfaces
have no common curve the number of their points of intersection
is the product of their order; when they have a common curve,
that curve counts for a definite number of points of intersection,
and there are in general other points of intersection not on the
curve.* Now the surfaces (1v.), if they had no common curve,
would intersect in

(Z,Pmy = my)(Z,my — mg) (Z,5my — my)
=Z,*m, Z,Pmym, — Z,Pmymymy + (m+mg) Z,5mym,
+mB+mlEmg+mmi+md
common points, the number being transformed so as to exhibit it
as a function of symmetric functions of the five orders and of

symmetric functions of m, and m;. The number of points
satisfying (VL) must be a symmetric function of m, and mg

# Salmon, Three Dimensions, Art. 355.
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alone. The number of points of intersection of the surfaces (1v.)
absorbed by the complementary curve is (Three Dimensions,
Art. 855) a linear function of the order and rank of the curve—
and the order and rank must both be symmetric functions of
the five orders. Hence the number of solutions of (V1.) is
ts=m3+miEmg+mml+md ............... (vIL)
In the next lplace, in order to find the rank and the number of
apparent double points of the curve (111.), we notice that it meets

the surface (p,p; ?l Pg)=0 in m,e(Z,°m, —m,) points. These
points, as appears from (1), are either solutions of (p,py)=0 or

points on the complementary curve. The number of intersections
of (111.) with the complementary curve is therefore by (VIL)
tro = Myge(E,°My —Mg) — Ly
=M 2 b, — 3 2m 2 — I ¥m Pmy— mymgm,. ...... (vin.)
Employing the relation »+t=m(u+v—2) of Salmon’s Three
Dimensions, Art. 346, connecting the rank » and the number of
intersections ¢ of a curve of order m and its complementary on
two surfaces of orders u and », we find for the surfaces (11.) of
orders Z,'m,—m, and Z,°m,—m, that the rank of the curve
(1) is Tigs = —tyop+ Mg (22,0 — M — M —2),
which reduces by (vIIL) to
Tyop=Mygg( 2,10 — 2) + Z,Pmy® + Z,Pmy*my +mymamy
= mymyimy — 3Z,°m, ZyPmymy + 2(2,Pm,)*
=2((Z2m)2=Z2mymy). wevenninnininnnnnnn. (1x.)
In the next place, to find the number (A,,,) of apparent double
points of the curve (111.), we have (Three Dimensions, Art. 346),
higg=3M 5(Mygg—1)— 37108 cevvvrvnennnnnens (x.)
The rank (r,) of the complementary curve is determined by
Te= —ligg+me(22,°m, —m —m;—2),
and this may be reduced to
re=2*m 2 *m;my+ Z Pm mymy — 2Z bm m,, .......(XL)
and the number of apparent double points is
he= imc(me— 1)—- $re
We may denote the complementary curve by the symbol

(D1 P2 PsPPE)) =0, ¢evverernnrnennnnnn. (x1t.)

which is intended to denote that the points of the curve satisfy
every equation obtained by omitting one symbol. Similarly,

(D1 PP P P5Pe))) =0 cevenriununnncanias (x1m1.)
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may be taken to denote the points which satisfy the surfaces
obtained by omitting two symbols. These points lie on the
curve (x11.) and also on the surface (p,p,psps)=0. But the
intersection of the curve and the surface includes the points ¢,

on the curve [p,p,p,]=0. Omitting these, the number o

points is Me(My Mg+ My Mg) =10y = Z0mmgmy, ... (X1v.)

Ex. 1. The curve [g, fg, a]=0, where f is a linear function, is a cubic ; its
rank is 4 and the nuinber of its apparent double points is 1.

Ex. 2. The curve [f,f,f,q, /f5¢]=0 is a sextic of rank 16 and with 7
apparent double points. It 18 the locus of (roints that can be destroyed by

functions of the system ¢, f; +?f;+¢f;, and the locus of united points of
functions of the system Lfitfot S

w4 fitusfatusfs

where ¢ and  are scalars.

Bx. 3. Thesurface  (fig, figs /o> fs9)=0
is the locus of united points of a family of linear functions.

(a) When the functions are self-conjugate, it is the Jacobian of four
quadrics.

Ex. 4. Thecurve ((/g, fo0, fs9» /i3> [59)) =0
is of the tenth order and its rank is 40.

(a) The Jacobians of sets of four out of five given quadrics have a common
curve, and the Jacobians of sets of four out of six quadrics have twenty
common points.

Arr. 168. If Q is any homogeneous and scalar function of ¢
of order m, but not necessarily rational or integral, the equation

Q=0 .oooiieiieiiiiiiicniciaienieens (L)
represents a surface.
e shall write the differential of the function @ in the form
dQ=mSpdq, ...ccosvvririirniinniinnnns (1L)

where p is a homogeneous function of ¢ of order m—1. By
Euler’s theorem concerning homogeneous functions, we see by

(1r.) that Q=Spg=2P, .cccevurrerrrrrrrerrurannns (111.)

where P is the function of p into which @ transforms when ¢

expressed as a fraction of p is substituted in @, for we may

regard g as a function of p since p is a determinate function of g.
Again we shall write generally for the differential of p,

dp=(m=1)fdq, «ccecceverer vivinnennes (1v.)

where f,dq is a linear function of dg and where the constituents
of f, involve g in the order m—2; and by Euler’s theorem we

have P=f coereeennacnniene fearenness (v)



204 ~ PROJECTIVE GEOMETRY. [crAP. xXVIL

This function f, is self-conjugate, as we have shown in a more
general case (Art. 60 (1v.), p. 79). :
Now if we differentiate (111.) we have

dQ=Spdq+Sqdp=dP,................ ee(VL)
and on comparison with (I1.) we see that
- dP=nSqdp, where (n—1)(m—1)=1, ............ (vIL)

and it is easy to verify that n is the order in which p is involved

in p.
a’e shall also write generally for the differential of g expressed
as a function of p, dg=n=1)£,dp, «eeevvrrriieeerennnnnnn. (VIIL)

and the function f, is also self-conjugate and involves p in the
order n—2 in its constitution. Thus for any differential by (1v.)
and (VIIL.) we have

dp=(m-=1)fdg=(m-=1)(n=1)f, f,.dp=f,fp.dp ...1X.)
by (vi1.), and accordingly
§ 237520 0 7 7N (x.)

or one function produces on an arbitrary quaternion the same
effect as the reciprocal of the other. In particular, applying
Euler’s theorem to (vIil.) as we have already applied it to (1v.),
we obtain the relations

P=fq=ro"'9 q=LFoP=Sf"p. ccreerirrue.... (x1.)
When dgq instead of being perfectly arbitrary satisfies
dQ=0, or Spdg=0 where Q=0,............ (x11.)

dq represents some point in the tangent plane at g, and p is the
symbol of the tangent plane or the réciprocal of the plane with
respect to the auxiliary quadric. The equation P=0 is that
of the reciprocal of the surface. The relations of reciprocity are
clearly exhibited by the equations (compare (1L), (111.) and (V1.))
Spdg=0, Sqdp=0, dP=0, P=0 if dQ=0, Q=0; (x11.)
—Sdpdg =Spdiq=Sqd%, d*P=0 if also d?Q=0.....(x1V.)
Consecutive tangent planes at ¢ and g+dg intersect in the
line common to the planes
Spr=0, Sdpr=0,.....ccccotevriverrii(XV.)
7 being the current point, and if ¢+ d’q is a consecutive point on
this efge we have the group of relations
Spg=0, Spdg=0, Spd'g=0, Sdpd’'q=0,
Sqdp=0, Sqd’p=0, Sd'pdg=0, ....... (xv1)
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remembering that in general Sdpd'q=Sd’pdg because f, is self-

conjugate. Hence to conjugate* tangents (qdg and ¢d’q) on the

surface correspond conjugate tangents on the reciprocal, and the

reciprocal of a tangent to the surface is the correspondent of

the conjuéate tangent, for we have S(p+adp)(g+ydg)=0.
The differential equation of the asymptotic lines is

these lines being their own conjugates.
The differential equation of lines of curvature is
(pqdpdg)=0, ...ccvceriiinrnnnnnd (XVIIL)
for this is the condition that consecutive generalized normals
should intersect. If ¢ is a centre of curvature, we have
c=q+tp, de=(1+tf,)dg+pdt=(q+tp)du,...... (x1x.)
where du and dt are some small scalars. (Compare Art. 153,
Ex. 11.) Hence as p=f,q we obtain the relation :
gdu—dg=(f,"'+1)"'qdt;
and operating by Sf,q we get :
Sqfdfe~'+t)7q=0 or Sq(fy~'+1)"g=0, ......(Xx.)
since fl fy 40 =t fy— (i +0)-1} and Sqfyg=0.

The theory of generalized curvature is thus connected with
that of the generalized confocals. The scalar ¢ is the parameter
of one of the confocals Sr(f,+t)-'r=0 which pass through g,
r being the current variable. The confocal t=0 18 Srfyr=0.

The roots of this equation in ¢ determine the centres of cur-
vature, and because in terms of f,(=f,~!) it becomes ‘

Sq(Fp+tGp+1*H,+t)q=0 or Sq(Gp+t*H,+13)q=0 (xXI.)
(since Fp=mpfy-'=mnyf, and Sqfyq=0) after discarding the
factor ¢, 1t reduces to a quadratic and gives two values of ¢.

Ex. 1. The points having common polar planes with respect to.two
surfaces satisfy the equation

C (7p)=0;
the points having collinear polar planes with respect to three surfaces lie on
the curve _n.
- [P1Paps]=0;

the points having concurrent. polar planes with respect to four surfaces
generate the Jacobian (PPaPP) =0

the points having concurrent polar planes with respect to five surfaces lie on
the curve ((Prp2psPuPe)) =05

*Consecutive tangent planes intersect in .the turigent line conjugute to that
joining their points of contact. :



.
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and the points having concurrent polar planes with respect to six surfaces

satisfy the equation ((2rPa2sPuPs ) =0
provided we write generally d@,=m.Sp.dg, where Q.=0 is the equation of
one of the surfaces,

Ex. 2. Tofind the osculating plane at a point on the curve of intersection
of two given surfaces.

[The osculating plane must pass through the intersection of the tangent
planes at the point g, and its equation must be of the form

Spir+t8pyr=0,
where Sp,r=0 and Sp;=0 are the tangent planes. We have identically
Sp1g =Spyg =8pdg=Sp,dg =0,
and by (x1v.) the scalar ¢ is determined by the condition
8dp,dg + 18dpdg =0,
80 that the osculating plane is
SpirSdpydg - SpyrSdp,dg =0.

This has now to be simplified. Assuming a quaternion a satisfyin,
8adq =0, we have dg=[p,pya). Alsodp,=(m,-1)/dg, dp;=(m,-1) /g, an
accordingly

8dp,dg=(m, ~1) S[p,pelfilpipa]=(m~1)S[pipallgFipa fi7'a),
since f'[abc]=[f"'aFbf-'c] By Art. 146, Ex. 5, this becomes

Spiq Spy Fipe8p,fi~'a 0 0 8agq
~8dp,dg=(m, —1)|Sp,q Sp,F1p,Spsfy~'a |=(m~1)|0  Sp,F\p,8p,f,~'a
Saq 8aF,p, 8af,"'a Sag SaF\p, Saf,'a

= =(m, —1)Saq*Sp,F py
Hence the osculating plane is
(my—1)SpyrSp, Fyp, — (my— 1)SpyrSp,Fypy =0.]

ART. 1567. If we use the notation d, to denote that the
differential of ¢ is equal to a quaternion a, we shall have for the
&t polar of a with respect to the surface @=0,

dtQ=0 where da=0, ...ccvccevueeerrennnns (r)

and if m is the order of the surface, we may write the equation
of the k' polar in the form

B s T SO (1.

the quaternion » being now the variable point, and » bei
regarded as constant in performing the differentiations indica

f we write daQ=Sap, cceeerernriiriirrnrnnnnnens (1)
we may .consider the quaternion p to be derived from the scalar Q
by an operator D analogous to Hamilton’s operator V, and we
shall have generally and symbolically,

(bed]ds —[acd]ds + [abd]d. — [abe]da,
D= ac (;bcd(; a 3 cesenes A ...(IV.)
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and in particular when ¢=w+ix+jy+kz, a=1,b=1, c=j and

d =k, we have

=0 _;0_ ;0 jz0_0_

“w ‘% oy "2z ow

In this notation (1.) and (11.) become _
(SaD):.Q=0, (SaD)(SrD)*-*,Q=0. ...........(VL)

We may also formally identify our notation with Aronhold’s
symbolic notation by writing the second of these expressions in

the forms (Sae)(Srey-t=0 or egte, -t=0, ........e... (VvIL)

where ¢ is a symbolic quaternion devoid of meaning unless it
enters into a term homogeneous in e and of order m, and where
e,=Ser.

There is thus a considerable latitude in the choice of an
agpropria.te notation for the investigation of projective properties
of curves and surfaces.

D V(W)

Ex. 1. In investigations which involve differentials of the third order of
the equation of an arbitrary surface of order m, we may write

d.Q=mSpa, dd.Q=m(m—1)8bfa, d.dids@=m(m—1)(m~2)Scfs(a,d)

with liberty to transpose in any way the quaternions a, b, ¢, the function
fi(a, b) being a bilinear function of @ and b (compare Art. 60).

(a) In terms of the operator D,

p=5D.¢, fa=m. DSaD. @, fia, b)=mnsqnsw. Q.
(b) We may also write
@=8¢q", d,Q=mSeaSeq?, did,@=m(m - 1)SebSsaSeq,
d.d,d.Q@=m(m — 1)(1m — 2)SecSebSea,

where e is a symbolic quaternion devoid of meaning unless it occurs thrice in
a term.

(c) We have
P=1f1=/(0.9)=eBeg*; fa=fy(a,q)=c8eaSeq; f(a,b)=eSeaSed.
And when we differentiate fa totally we find
d.fa=f.da+(m—-2)f;(a,dg).
(d) The equation of the Hessian is
n=0 or (fa,fd,fe, fd)=0,

where n is the fourth invariant of f and where a, b, ¢ and d are arbitrary
points. It may also be expressed in the forms

(e¢'e’d")SeaSeb8e’cSe"dSeq 8¢/ gSe"q8e”g =0 ;
(edc’¢")'SeqSeg8e’g8e"g=0;
SaDSHD’'ScD’SdD”"(DQ, D'Q, D"¢",D"Q™)=0;
(DD'D'D"). QR Q" =0,
where ¢, ¢, ¢", ¢”, etc., are equivalent symbols (compare Art. 147, p. 270).
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Bx. 2. If J=(pip.psp,) and dQ,=m,Sp,dg, where @, is homogeneous
and of order m, in the variable ¢, .

. 9-9=[pspspd- @~ [P1Psp)- Qi+ (21220 - €5 - [P1P2p3]- @

(a) For an arbitrary differential, and for an arbitrary scalar m,

q.dJ=(m—-1)J.dg+Z+ @, . A[p3psps]+ 2 + (m; — m)[ pypsp,]Sp,dg.

" (b) If four 'surfaces have a common point, their Jacobian passes through
that point. If the ordeérs of the surfaces are all equal the point of common
intersection is double on the Jacobixn. If the orders of three of the surfaces
are equal, the fourth touches the Jacobian. If the orders of two surfaces are
equal, the line of intersection of the third and fourth touches the Jacobian.

(c) At a point common to the intersection of four surfaces of the same
order m,

q. 4= -m(m—-1)Z +[p;psp,]Sdqfidg, where dp.=(m-1)fudg;
and hence the equation of the tangent cone at the double point is

Z +(ap;pspy) Srfir=0,

where a is an arbitrary constant quaternion.

(d) If four surfaces have a common multiple-point of order £, we find that

A3, gJ=2+[d*"p, d*-'py d'-'p,).A*Q+2
du-t. =@y, d-lp, d-py P+,
where 2, and Z,’ denote sums of terms which vanish when ¢ coincides with
the multiple point, and we also have
d*@, =m,Sdgd* -, + vanishing terms.

{(e) At the multiple point d#-5J and d*-*. ¢J vanish, and therefore d#-4J
vanishes (as in (b)), and the Jacobian has a multiple point of order 4£—3;
and because we may write (as in (a))

au-2. g/ =mdg. A%+ 3 (m - m)[@*-'p, &y d-Ip]8dgd*-1p,+ 37,

it follows when the surfaces are all of the same order that the Jacobian has
a multiple point of order 4k - 2.

Bx. 3. Determine the equation of a surface which meets a given surface
at the points of contact of lines which meet it in four consecutive pointa.
[This investigation, though rather long (compare Three Dimensions,
. 559-567) affords some useful exercise in the manipulation of our formulae.
f q is the Koint, of contact and gr the tangent touching at four consecutive
points, we have
@=0, mSrp=8rD.Q=0, m(m—1)Srfr=8rD*. =0, 8rD*. @=0.

We may suppose the point r to lie in an arbitrary plane 8ri{=0, and we
have to obtain the resultant of the four equations in r and finally to free it
from the arbitrary I. Let Sra=0 and =0 be the equations of planes
through the generators of the quadric (r variable) 8rfr=0 which lie in the
tangent plane Srp=0. Thus we have r=[apl] and # =[bpl] for the points in

hich three generators meet the arbitrary plane. One or other of these
ints must lie on the cubic in r. Hence

8rD3. Q.8rDA3. @ =0, or SrD3. ¢ .8rD3. @=0,
or . (S¢D*. 8D +-8/D%. 8:17%) Q@' =0,
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where the accents applied to D and @ are temporary marks connecting
operator and operand. Now this may be written in the form

(4B*-34BC)QQ =0,
where A=8rDSr'D, 2B=8rD'S*D +8r'DSrD’, C=8rD'SrD’,
and it is easy to express the operators ., B and C in terms of the function f.
In virtue of the definition of the planes Sra=0, Srb=0, we have identically
Srfr=S8ruaSrb + SrpSre, S

where Src=0 is some plane. Hence we find on replacing r and + in 4, B
and C by [apl] and [bpl] that

A=S8[pID]f[piD]}, B=8[piD]}f[piD}, C=8[plD]f[plID].
Remembering that p=/g and that Spg=0, we have by Art. 146, Ex. 5,
0 Sql S¢Df
Sql Sif-U Sif-\D’
S¢D Sif-'D SDf-'D’
with similar expressions for 4 and C, where F'=nf"! is Hamilton’s auxiliary
function. Writing for the moment e=DSgl—/8¢D and remembering that
D and D' operate on @ and  solely and not on ¢ as involved in the

structure of the operators, we proceed to expand and to operate on .
We have

B3Q =(8eFD'.Sql - SeFISqD'P . ¢
=8eFD?3. @.8qP -3m(m-1)(m - 2). n(SeFeSeFISql? - Se F13SeqSql),
because by the identities at the beginning of this example
SgD’.SeFD?. @ =m(m - 1)(m —2)SFefFe=m(m—1)(m—2).n.8eFe,
SgD%.8eFD’ . @ =m(m—1)(m—2)SFep=m(m —1)(m~—2).n.Seq=0,
since Seq=0 and SgD3. @ =m(m—-1)(m—-2). Q=0.
We retain for a purpose the term in Segq.
In like manner
BC.Q=SD'FD’'.8¢FD’. Q' .8ql - SqgD'(SD'FD’. Q'SeFl
+28IFD'SeFD . @)SqB+8SgD*(SeFD’ . ¢SIFI+28IFD' . @ .8eFY). Sql.
The term SqD’.SD'FD’. @ may be reduced by writing for the moment
D'=3a'SaD’, where as is easily seen ZSaa’=4. This term becomes
m(m—1)(m—2)ZSafFa’=4m(m —1)(m —2).n, and hence we find
ABC.Q =8eFe.SeFD'.SD'FD’. @S¢l
—m(m —1)(m — 2)n(4SeFeSe F'ISql’ - Se FeSI FSeq8ql).
From these two relations we get, if ¢ =D'Sql - ISqD/,
(4B - 34ABC)Q =(48eFe® - 38eFeSeFe'Se'Fe'). ¢
=(4SeF'D” - 3SeFeSe FD'SD'FDY). @ . Sql®
—3m(m—1)(m—2).n.(SeFeSIFl - 48¢F13)SeqSql,
and the last term vanishes because Seg=0. Now it will be observed that
the operator in the first term is precisely the same as the original operator

with D’ substituted for D'Sql - ISqD'. is remark allows us to write down
the result of operating on in the form

(4B*-34BC)QQ =(4SDFD - 3SDFDSDFI'SD'FDY). Q . 8¢l
~3m(m—1)(m—2).n.(SD'FD'SIFI - 48D’ FISqD' . ¢ . Sql¥,

B=-n

=S(DSql - (8qD) F(D'Sql - 18¢D),
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the object of the retention of the term inﬁe being now apparent. But
the term we have retained vanishes by the reduction we have already made
use of. Thus SqZ® comes off as a factor, and the equation of the surface is

(4SDFD** - 3SDFDSDFD'SD'FD). Q@ =0.]

EXAMPLES TO CHAPTER XVIL

EBx. 1. A right line meets three fixed lines aa’, b5’ and cc’. The locus
of the harmonic conjugate of the point of intersection on the third line with
respect to the points on the other two is the intersection of the planes

(bb'eq)(ad’cc’) +(aa og)(bb'ec)=0; (bb'cg)(aa’ec’)+(aa'dq)(bb'ec’)=0.
Ex. 2. The general equation of a quadric through the conic
8¢ f9=0, 8lg=0 is Sq fg-8lgSl'q=0.
Find the value of ! in order that the quadric may be a cone having its
vertex at a and show that the equation of the cone may be written in the

form ${gSla—aSlg} f{g8la - aSlg}=0.

Ex. 3. A plane aa’p is drawn through a fixed line aa’, and the lines in
which it meets the planes Slg=0 and 8/'¢=0 are joined to the points b and
¥ respectively, The equations of the joining planes are
" (qaa’p)Slb—(baa’p)Slg=0 and (gaa’p)SI —(Vaa'p)Slg=0,
res'gectively, and when p varies the locus of their intersection is the quadric
suriace (gStb - b8lg, gSIY -~ b'Sl'q, a, a)=0.

Ex. 4. The four faces of a tetrahedron pass each through a fixed point,
a, b, ¢ and d respectively. The three edges in the face p which contains the

?oint. d lie in the planes, !, m and n respectively. The vertex g opposite the
ace p is the intersection of the planes

SgiSap —8qpSal=0, SqmSbp — SqpSbm =0, 8gnScp —SqpScn =0,
and the vertex g describes the cubic surface
(a8ql - gSal, bSgn —¢Sbm, cBgn—g8Sen, d)=0,
having the intersection of the fixed planes as a double point.

Bx. 5. Find the locus of the vertex of a tetrahedron, if the three edges
which pass through that vertex pass each through a fixed point, if the
opposite face also passes through a fixed point and the three remaining
vertices move in fixed planes.

Ex. 6. A plane passes through a fixed point d, and the points in which
it meets three fixed lines a, g,b, and cjcy are ;oined by planes to three
9tl;§r ﬁ::;la lines aya,, bsd,, Blalﬁ ¢y, The Yocus of intersection of the planes
is the surface

(a1 (aga52,9) — a5(3,a52,9), by (bbsbyq) — by(b1bsbig)y c1(csrsesg) — ea(restsg), d)=0.
Ex, 7. The sides of a polygon pass through fixed points, ayfa,,...a.,
q

and all the vertices but one move in fixed planes, {,, Iy, ... ln-y. is the
free vertex, the next is fig=¢Sl,a, —a,8,g, and the locus of the free vertex

is the twisted cubic
[fa-1Sa-2- 219 @, @n]=0.

Ex. 8. All the sides of a polygon but one pass through fixed points

» G, ooo Guy, the extremities onbe free side move on fixed lines bb’ and cc’,
and all the other vertices on fixed planes /,, Iy, ...J.—a; find the surface
generated by the free side.
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Ex. 9. The points of contact ¢ of tangent planes through the line ab to

the quadric S¢fg=0 satisfy the relation*
Jg=z[abq], where n+a*{8(fufb)(ad)-S[fafb][ab]}=0,
n being the fourth invariant of £, and if ¢ is arbitrary
g=[fa, fb, fe+x[abe]).
Ex. 10. If the line ab is a generator of the quadric Sgfg=0,
(fafb)_ _[fart] _
[ab] — ~ (ab) =a scalar.

Ex. 11. The generators of the family of quadrics Sq¢(zf, +y/f:+2f;)g=0
compose the complex of lines of the third o&er represenbe:i ysthe deter-
minant equation

I1Sq/ag, Spfag, Spfapl=0 (n=1,2o0r 3).

(a) When p is an arbitrarily selected fixed point, this equation represents
a cubic cone, and every edge of the cone determines a definite quadric of the
family. The tangent planes at p to the quadrics pass through the edge of
the cone which joins p to the point [f, ,},p, Jsp]; and the tangent plane to
the cone along this edge touches at tﬁe point p the quadric of which the
edge is a generator.

(5) When p lies on the Jacobian curve

LAp, fs0, f5P]=0,

the cubic cone breaks up into a plane and a quadric cone. The cone is a
member of the family of quadrics, and the plane touches at p all the
quadrics of the family which pass through p.

(c) The locus of points of contact of a plane Slg=0 with quadrics of the
family is the cubic curve in which the plane cuts the surface

¢ fig fi9 [59)=0;
and the locus of points of contact of pairs of the quadrics is

Lfigs fs» feq)=0-
Ex. 12, The integral of the differential equation
' (dg, fg)=0, or dg=fq.ds,
where £ is a linear function, may be written in the form
g=¢.a,
where a is a quaternion constant of integration.

(a) This integral represents a doul:»l{l infinite family of curves, and a
determinate curve of the family passes through an arbitrary point provided
it is not a united point of the function f.

(b) The equation p=ev'.b
is the reciprocal of the tangent line developable of the curve determined by a
if the conditions
Sba=0, Sbfa=0, Sbfla=0
are satisfied.

(¢) An arbitrary plane which does not pass through a united point of f is
oecuLted by a single and determinate curve of the family.

* For another form see Art. 146, Ex, 5,
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(d) An arbitrary tangent line to an arbitrary curve of the family is cut
in a constant anharmonic ratio at the point of contact and at the points of
intersection with three of the united planes of f.

(e) A right line which cuts the faces of the tetrahedron in points havin,
a certain anharmonic ratio touches a definite curve of the g?nily, and i
p and g are two points on the line

(» ¢, fp, fO)=0.
(f) Any linear transformation which leaves unchanged the united points
of £, merely interchanges curves of the family. .
(9) The locus of points of contact of tangent lines drawn from an
arbitrary point ¢ to curves of the family is the twisted cubic

g=(f+uyte;
the locus of points of contact of tangent lines drawn through an arbitrary
line ¢d is the quadric (edgfq)=0;

and the locus of points of osculation of planes through ¢ is the cubic surface
(e, 9, fa, *q)=0.

Ex. 13. The equation of the complex of lines cutting a tetrahedron in
points having a given anharmonic ratio may be written in the form

(p, ¢ fp, f9)=0 where holy Hob_y
=ty 44—t
is the given anharmonic ratio, ¢,, ¢, ¢; and ¢, being the latent roots of fand
the tetrahedron being determined by the united points of the function.

(a) The differential equation of curves whose tangents cut the tetrahedron
in points having the given anharmonic ratio is
(dg, ¢, fdg, f)=0;
and a solution of this equation is
L g
g=e S+ .a,
where « is an arbitrary quaternion and where % and v are functions of ¢

(5) This equation includes the family of curves (compare Ex. 10, p. 286)

g=(f+9)™.a.

(c¢) In general the reciprocal of the tangent line developable of the
curve («) is 2T

T+
p=c (F+00.,
where Sba =8bfa=8bf*a=0.

(d) The anharmonic ratio of the point of contact and of the points in
which a tangent line to the curve (a) cuts the faces of the tetrahedron
corresponding to the roots ¢,, ¢; and ¢, is

HLtu . ty— t,-
ttu’ t —t,



CHAPTER XVIIL
HYPERSPACE.

ART. 168. Many of the methods of quaternions are applicable
with but slight change to the general case of a “flat” space of
m dimensions.

Commencing with the multiplication of two vectors or directed
lines in space of m» dimensions, we may suppose the two vectors
to be transferred to one common plane or even to be made
coinitial, and we may define the product a8 very nearly in the
same manner as in quaternions. In the formulae of definition

aB=VaB+ VB, Ba=—VuB+VaB,....ccoeun. (r)
VyaB or SafB is minus the projection of one vector on the other
multiplied by the length of the latter, and V,a8 is the directed
area of the parallelogram determined by a and B, rotation in the
lane from a to B being positive. We can no longer identify
af3 with a vector perpendicular to the plane because in space
of‘I many dimensions there is an infinite number of directions
perpendicular to a plane.
In particular if i, %,...1, are » mutually rectangular unit-
vectors in the space of » dimensions, we have by (1.)

tl==1, i2==1, 35+04=0, cccocc0ovrrrrrnen (1)

where 8 and ¢ are any two numbers from 1 to n.

The functions Va8 and VsaB are doubly distributive, and
hence the binary product ufB 1s doubly distributive. We define
for products of higher order that multiplication is thoroughly
associative and distributive, and these principles in conjunction
with (1) form an adequate symbolical basis for the whole
calculus.

If 2, and 7, are any two mutually rectangular unit vectors in
the plane of a and B, and if rotation from 4, to %, is in the
same sense as that from a to 8, we may write

VauB=111,TV,aB, ceereririnirnisnnnennns (ur)
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where TV,a8 is the number of units in the vector area V,af.
The symbol 4,, represents a unit vector-area in the plane of a8
or in any parallel plane. This symbol 4,3, is of & distinet kind
from the symbols ¢,, 4, ... 1., and it cannot be expressed as a
linear function of the latter.

In virtue of the laws of multiplication

g hy= —1gl; . 1, =1, and t3,.03=—1,;

and hence by (111.) the effect of multiplying a vector area into a
vector in its plane is to turn that vector through a right angle
in the plane and to multiply its length by the number of units
in the area. '

For three vectors, which may be transferred to a common
space of three dimensions or even rendered coinitial, the laws of
the calculus allow us to write

aBy=VaBy+ViaBy, ccccverirniinninnans (Iv.)

where Vzay denotes the part of the product depending on sets
of three distinct units combining in the irreducible products
iyigly, etc., and where V,afy arises from reducible products such
a8 1= —1,, LM, = —1,, i, =1, In full if a=22y3,, B=Zy,,
v =221, where z, y and 2 are scalar coefficients, we znd

ViaBy =Z|zyy,2; | iyists, } (V)
ViaBy = —Zy,2,Zxyi, + Zxy2, 2y, — ey, 2oy,
where | z,y,2, | denotes a determinant.

The first VsaBy of the product of three vectors represents
the directed wlume of the parallelepiped determined by the
vectors, it being now necessary to distinguish between volumes
in different s of three dimensions. In particular 1,1,
represents unit volume in the space of ,, i, and 1, e
function V,aBy is evidently combinatorial with respect to
the three vectors. It is unchanged when a is replaced by
a+vB8+wy, etc, and it changes sign when any two of the
vectors are transposed.

We have given the expansion for V,aBy in terms of the unit
vectors and of the scalars z, y, z; but there is another method of
wide application which we may employ. It is apparent that we
must have

V,aBy=uaV,8y+v8V,ay+wyVyaB,
where u, v and w are numbers. Interchanging 8 and y we have

ViayB=uaVyyB+vyVeaB+wBVeay;
adding and attending to (1) we find

Via(By+vB)=2aV By =2uaVBy+(v+w)(BVyay+yVeap),
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and thus w=1, v4+w=0. Similarly interchanging « and 8 we
find that w=1 and u+v=0, and thus

ViaBy=aVBy=BViay+vyVeaB. ccccevvnrrannnn (vi)
By the same process we arrive at the result
aByd=V,aByé+ V,aByd+ ViaByd ..ccvuvvnnennn (vIL)

for the product of any four vectors, where

VyaByd=VaBVsyd—ViayV,B6+ VyadVBy + VoByVeud
) —V,86Viyay+ VyydVoaB; } (viiL)
VoaByd=V,aBVsyd—VoayVyBs+VeusV,By;

and it will be noticed that in these relations the determinant
rule of signs is in every case obeyed, namely starting with the
term aV,By, the next term, in which 8 comes first, has 1 minus
sign and so on. In like manner for five vectors

aByde=VaByde+ VaByde+ V,aByde; l
ViaBybe=2+ViaByVile; ViaByde=Z+aV Byde;

the first terms in the sums being affected with the positive sign
and the determinant law of signs being obeyed. (Compare
Art. 147, p. 270.) -

Considering more particularly the function of m vectors
Vmaya, ... am, 1t is apparent from various points of view, that it
is combinatorial with respect to the m vectors. We may prove
that it changes sign whenever any two vectors are transposed,
and hence we may deduce the combinatorial property. Adding
the products

a,agayg ... am=(Vin+ Vim-2+ V-4 +ete. B Y - 7 a,,.,} (x)
a,ag ... am=(Vyu+ Vpu_2+Vp_s+ete. ...)asaaz ... am, )

in the second of which a, and a, are transposed, the sum is
2a,a, ... amVouap. In this sum the highest terms in the units
are of the order m—2, and consequently interchange of con-
tiguous vectors changes the sign of Vyaa,...ap...am. Hence
transposition of any two vectors changes the sign; for example
p—1 changes of sign accompany the transference of a, to the
first place in the function, and p—2 changes arise when q, is
transposed with «, with a; and so on till it reaches the place
originally occupied by a,. The function consequently vanishes
if any two vectors are identical, and when the vectors a are
replaced by vectors 8 which are given as linear functions of the
a, the function is simply multiplied by the modulus of the
transformation.
IQ U
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Generally any function such as

2+ Voayasag ... apVin-papiidpsa .- am
is combinatorial with respect to the vectors, and when we
express the m vectors a in terms of m mutually perpendicular
vector units in their m-space, we find that

m .
m Vimayds o. am=Z+ Vpa a5 ... ¢pVm-papt1aps2 ... am (XL)

This includes a number of relations such as
3VsaBy=aVBy—BVay+yV.aB:
aVyByd—BVayd+yViaBd—3ViaBy=0 if V,aByd=0.

Again when the m vectors lie in a space of m—1 dimensions
so that they are linearly connected, we have relations of the
form =3 }._m;_za_.&"'_a.!". ‘_“Lﬂ}ﬁ"‘ o (\:1] )
Um= Vg s Gy T XIL
which may be verified by operating with Via,,ete. In particular
for two and three dimensions, we recover the formulae, Art. 27
(1) with Spa=0 and Art. 26 (11.).

The theory explained in this article may be compared with
Grassmann's Ausdehnungslehre®* Grassmann’s inner product
of two quantities is the function — V a8, and his outer product
of ay, ag, ... am 18 Vyuayag ... am.  These so-called products are thus
only parts of a complete associative product.

AkT. 1569. There is a remarkable difference between this
eneral theory and the theory of (F;latemions which may be
illustrated by a special example. e sum of a number of
vector areas 18 not an area vector, or the homogeneous quadratic
function of the units

A= V,aa'+ V,ﬂﬁ' + Ve')")"'l' etC civvriiennnnnnnnns (1)

cannot generally be expressed in the form Vpp”. The geometrical
reason for this is that two planes, for example p =2, +,i, and
p=~2a4is+2,i,, have not necessarily a common line although they
may have a common point—the origin of the vectors p in the
example.

To discover a canonical system of vector units in terms of
which a homogeneous function (gq) of order m may be expressed,
observe that gp=V,;19p+V.-19p, and that the line vector
V.qVa-19p is mot generally parallel to p but that it is a linear
and distributive function of p. We are thus led to consider the
linear and distributive function

¢p=quvm_|qp. ........................ (ll.)
*8ee Proc. R.I.A., 3rd Series, vol. vi., pp. 13-18 (1900).
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and because
Vod'(ﬁp = Vo . qum -1gp= vo . Vm -10'¢1Vm -19p
= Vo . vm-lqd'vm—lpq = Vo . Vm - qu\rm—lqa'= Vop¢a'r
the function ¢ is self-conjugate, and just as in quaternions its
axes arc all real and mutually rectangular.

In particular for the quadratic A, let %, be an axis of
¢p=V,AV,Ap so that ¢i,=ayi,, where a,, is a scalar.

. Then ¢V, 4%, =V, AV,AV Av=V A¢i,=a,V,4i,, and V, 41,
is also an axis and it is perpendicular to i, and parallel to 4,
suppose. This shows that in terms of the canonical units

A= aﬂil'ig+a3‘isi‘+ vee +(l-2m_1,gm'l:2m_1igm, serecens .(HI.)
so that a quadratic in 2m+1 or in 2m units may be reduced to
m terms involving pairs of: units, or to the sum of m area vectors.
There is obviously indeterminateness in the units to the extent
that ¢, may be any unit in a definite plane—that of 7, and 1,
and i; may be any unit in another definite plane, and so on.

An expression such as A4 corresponds to an angular velocity
in the space of three dimensions. Consider the transformation
which converts line vectors (p) into line vectors (o=¢p) and
which preserves unchanged lengths and mutual inclinations, so

h ’ ’ 4

that Vooo'=Vopppp = Vopp'
If a is an axis of this function and ¢ the corresponding root,

we have a?=Vopa?=V,a=0’,

and therefore {=1 or else a®=0. The former alternative cor-
responds to non-rotated directions. The latter requires a to
be of the form %,+4/—1.%,—a vector perpendicular to itself
directed to one of the circular points at infinity in the plane
of 4, and 4, (Ex. 1, p. 96). rresponding to this there is
a conjugate axis, «'=%,—a/—114, Again if B8 is any other
axis corresponding to the root s,
tsVoaf3=VopagB=Voup,

so that axes, corresponding to roots which are not reciprocals
one of the other, must be perpendicular. From this it appears
that the transformation is specially related to a set of hyper-
perpendicular planes, 4,4, i, etc, and that it consists of
ordinary rotations in each of these planes, so that we may write

T=9pq"" }...(IV.)
where ¢=¢,300,95s ---q2n-1,2ms G10 =008 ket,5+1%,3,8I0 $t;,
and where the factors g,,, gq,, etc., are commutative because we

have N R I
Uyl =38 0% =Yl Uy
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that determined by the m points. Denoting the latter by
%3 ... tm-1R, where R is the magnitude of the region determined
by the m points and where 4,2,...9w-1 are mutually perpen-
dicular unit vectors in the flat, the symbol becomes

[@m=(@=1)iig ... i1 RIIV @, cvorenreen. vy

where & is the component of the vector a, which is perpendicular
to every line in the flat, or in other words, where @ is the vector
perpendicular from the origin to the flat. But when we know
@ and the product of the vectors ¢ we know the flat,* and we

have
_ Valals .. .

T= '—m and Ul oot tM-1= —UV,,.-;[a],,, ....(V[.)
where U has its quaternion signification. We notice also that
the point Vv [

— m-1 a]m =1 — -1 .
Pn=1+ Volale - | T N (vIL)

is the reciprocal with respect to the auxiliary quadric Vg®=0 of
every point in the flat—in other words, this point is the point
in the m-flat of the origin and of the m points @ which is
reciprocal to the (m —1)-flat of the points a.

In point symbols the equation of the flat is

[qa.as ... @m]=0, couereenarnnnnnnen, (vIIL)
the vanishing of this equation being equivalent to (I1.).
Other general expressions admit easily of interpretation on
the principles laid down in this article.

* The vector equation of the flat is p=W + Zuxys,.
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Aberration, 85.

Academy, Royal Irish, 101, 152, 163,
164, 283, 306, 308.

Acceleration, trajectory of point under
uniform, 64 ; relative, 171 ; angular,
171; centre, 172; of a particle, 184
et seq. ; of a rigid body, 194 et seq.

Activity of forces on element of strained
medium, 240 ; of electric and mag-
netic forces, 251.

Addition of vectors, 1; of quaternions,
9; of vector-arcs, 16; of weighted
points, 264 ; of vector areas in hyper-
space, 306.

Algebra, vectorial, 11.

Algebraic sign -, use of, 2.

Algorithm of 4, j, &, 11; for hyper-
8 , 303.

Almucantar, example on, 176.

Amplitude of versor, 27.

AmSytial expressions for V, 74, 225.

Anchor-ring, 59.

Angle of quaternion, 13; differential of,
G%; directed, 30; Eulerian, 33; of
intersection of spheres, 50; element
of solid, 86 ; of contact, 134 ; of tor-
sion, 134 ; subtended by vortex ring,

solid, 235.

Angular acceleration, 171 ; momentum,
lﬁ:, 185; velocity, 170, 187; of
emanant, 132; of strained element,
2]12; in hyperspace, 307.

Anharmonic coordinates, 43 ; equation
of spheré in, 54; in relation to
weigﬁted points, 269 ; ratio of collin-
ear points, 41, 45; of four points in
space, 56 ; of ioints on a conic, 267 ;
generation of hyperboloid, 85; pro-
perties of ruled surface, 139; of
twisted cubic, 268; unaltered by
linear transformation, 272; complex
of lines cutting faces of tetrahedron
in constant, ratio, 302,

Anisotropic medium, 243, 251.

Apparent double points, 292,

Appendix to new edition of Elementx of
&:uerm'om, 99, 135, 211.

Are, vector-, 17; cyclic, 118; of curve,

134.
Area, directed, 23 ; of spherical triangle,
33; -vector in hyperspace, 303. .
Areal coordinates, 48; velocity, 186 ;
equation of continuity, 230.

Aronhold’s notation, 213, 297.

Aspect of plane, 23.

Associative addition of vectors, 2;
maltiplication of s, j, &, 10; of quat-
ernions, 11, 119 ; of vectors in hyper-

space, 303.

Astatics, 160.

Astronomy, examples from, 84, 85, 130,
174, 188.

Asymptote of conic, 64 ; of curve, 152,

Aagslgptotic cone, 107 ; lines on surface,

Attraction to fixed centre, particle
moving under, 185, 186; Green's
theorem, 218; spherical harmonics,

222,

Awsdehnungslehre, 306,

Auxiliary functions, x and y, 90, 91;
F, G and H, 274 ; quadric, 266 ; for
hyperspace, 309.

Axes of linear vector function, 94 ; of
self-conjugate function, 96 ; of quad-
ric, 111; of section of, 111; of screw-
systems, 163 ; moving, 171; for curve,
134; for surface, 146 ; for orbit, 188;
for body, 196; of inertia, 197; of
elastic symmetry, 245.

Axis of quntemion, 13; radical, 51 ;
Poinsot’s central, 156, 169; instan-
taneous, 170.

Ball, Sir R. 8., theory of screws, 156,
163, 170, 203, 205.
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Base-point, 171, 195.

Bilinear function, 297.

Binet's theorem on axis of inertia, 187,

Binormal, 134.

Biquadratic equation of linear quater-
nion function, 274.

Biquaternions, 20, 38.

Bisecting sides of spherical triangle,
triangle, 31.

Body, rigid, dynamics of, 196 et seq. ;
under no applied forces, 198 ; dyna-
mically equivalent to four particles,
199; dynamical constants of, 199,
202, 207; impact of, 203; con-
straii\od, 204 ; mlllm2t25 force and
couple on vitating, s movin
in fluid, %f.m ¢ 8

Bonnet’s theorem, 192,

Brachistochrone, 192.

Bright curves on surface, 87.

Bulkiness of fluid, 240,

Burnside, theory of groups, 104.

Cnl;:;;lus, icosian, 104; of variations,
1

Canonical, form of V, 75 ; of two linear
functions, 100 ; of screw-systems,
164 ; equations of quadric and linear
complex, 278 ; vectors for rotation in
hyperspace, 307.

Cavity filled with liquid, motion of body
containing, 241.

Central, sections of quadric, 111 ; sar-
faces, non-, 117 ; axis of forces, 156,
183 ; of displacement, 169; orbit, 186.

Centre, mean, of tetrahedron, 5: of
mass, 5, 264 ; of circle inscribed to
triangle, 48 ; radical, 52 ; of quadric,
117; of curvature of curve, 134; of
spherical curvature, 136; locus of
mean, of corresponding points, 152;
of furces, Hamilton’s, 157 ; astatic,
160 ; of three-system of screws, 164 ;
particle attracted to, 185, 186.

Centres, of curvature of quadric, 122
surface of, 125; of surface, 144 ; of
generalized curvature, 286, 295.

Chlsin on surface, equilibrium of,

66.

Characteristic surfaces in optics, 228.

Characteristics of curves and surfaces,
numerical, 290,

Charpit’s differential equations, 151.

Chiastic homography, 208.

Circle, inverse of line, 33 ; at infinity,
imaginary, 54; monomial equation
of, 55 ; quaternion equation of, 58 ;
vector equation of, 82; ellipse rro-
jected into, 83 ; osculating, 134, 136,
152; surface generated by, 154;
;x;luding point from integration,

17.
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Circuit, integration round, 73, 2153
circulation and flux, 232; moving in
ge;fect fluid, 238 ; electro-magnetic,
249.

Circuitation equations for electro-mag-
netic field, 250.

Circular, points at infinity, 96, 126 ;
sections of quadric, 113; of cone,
118; in relation to strain, 178;
tangent cylinder, 115; point at in-
finity in hyperspace, 307.

Circulation of vector, 232.

Circumscribed developable of confo-
cals, 126 ; generalized, 286.

Clifford, biquaternions, 21.

Coaxial, spheres, 51, 53 ; linear vector
functions, 95, 97 ; stress and strain
functions, 238.

Co-efficient, differential, 63, 67 ; of
friction, 190; of restitution, 204;
gl;ual, of screws, 208 ; of viscosity,

Coelostat, example on, 130.

Coincidence, of axes of function, 94 ; of
united points, 275.

Collinearity, of three points, 5, 37,
266 ; of three planes, 39.

Collision of two ies, 203.

Combinatorial functions, 265, 270, 304.

Commutative, addition of vectors, 1;
nmultiplication, 17 ; order of differ-
entiation, 79 ; linear functions, 95;
small displacements, 169 ; strains, 182,

Complementary curve, 291.

Complex, or imaginary, 3, 20, 58 ; nt®
roots of quaternion, 28; of right
lines, 40 ; surfaces formed by lines of,
153 ; related to astatics, 161 ; of axes
of inertia, 197 ; linear, 275-¢¢ seq. ; of
linesconnecting corresponding points,
278; of generators of systems of
quadrics, 301 ; totrahedral, 302.

Composition, of wrenches, ‘164, 204 ;
of displacements, 168.

Concurrence of four planes, 39, 267.

Concyclic quadrics, 121.

Conductivity, electrical, 251.

Cone, tangent to sphere, 49 ; to quadric
108 ; to confocal, 124 ; standing on
carve, 65 ; of axes of system, ¢, + iy,
101 ; asymptotic, 107 ; edges of, in
Ylane, 110; and sphero-conic, 118
through five lines, 121 ; of revolu-
tion through three lines, 126 ; differ-
ential equation of, 149; tangent to
generalized confocal, 281.

Confocal, quadrics, 121 ; tangent cones,
124 ; vector equation of, 124; re-
lated to astatics, 162; related to
axes of inertia, 197; equipotential
system, 228; generali confocals,
279 ; quaternion equation of, 286.
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Congruency of lines, 41; surfuces
generated by lines of, 153; focal
and extreme points, 153; of axes
053 three-system of screws, 164,
103.

Conic, related to trinngle, 48; vector

. equations of, 63; focal, 114, 126;
sphero-, 118; and Pascal he n,

- 121 ; orbit, 187 ; on wave-surface,
261 ; in point symbols, 264, 267 ;
anharmonic property of, 267.

Conical refraction, elastic solid, 248;

. dielectric, 260.

represented by

Conical rotation,
q( )1;1, 18 ; related to spherical
triangle, 32; in terms of Kuler's
angles, 33; inscribed polygon, 55 ;
examples, 60; differential of gag-!,
69, 169; and linear function, 100;
and astatics, 160; finite displace-

. ments, 168 ; examples, 173 ; strain,

gg; nng linear quaternion function,
; in ce, 307.

Conicoid, oesze;'uﬁ:ic.

Conjugate, of quaternion, 12; of pro-
duct, 15; ii of conic, 63; of linear
function, 89 ; axes of function and of
its, 94 ; quadric, 107 ; radii of qua-
dric, 110, 112; of quaternion function,
273, 275 ; tangents, 295.

See Self-conjugate.

Connected region, 217.

Conservative system of forces, 184 ;
acting on perfect fluid, 238.

Constant, curve having ratio of curva-
ture to torsion, 137.

Constants of linear function, 88, 178 ;
vector, of integntion, 137, 186 ; dy-
namical, of rigid body, 199, 202, 207 ;
elastic, 239, gﬂ; dielectric, 251 ; of
quaternion function, 272.

Constrained motion of particle, 189;
of rigid body, 204.

Construction of product of two quater-
pions, 15; fourth proportional to
three vectors, 31; ellipsoid, 114;
vectors related to wave in dielectric,

259,

Contact, of line and sphere, 49; and
uadric, 107; and confocals, 124 ;
our point, of tangent, 298.

Continuity, equation of, 72, 230, 23S ;

areal and linear, 230.
Convention respecting rotation, 7 ; nota-
tion, 20.

N vergence of vector, 72, 212.
inates, six, of a line, 40 ; anhar-

. monic, 43, 48, 54, 269 ; curvilinear,
68, 74, 227 ; Cartesian, 73 ; elliptic,
&2;:286; homogeneous or tetrahedral,

4 COphnr versors, 27.

INDEX.

Coplanarity of four points, 5, 38; in
point symbols, 266.
Co-recisrocnl screws, 206.

Co-residuals on cubic, 101.
Correspondence, ¢ Homographic,
Transformation.

Covuriant linear functions, 101, 290.

Cremona transformation, 101.

Cross ratio, see anharmonic.

Crystalline medium, damped oscilla-
tions in, 186 ; propagation of light
in, 256.

Cubic, of linear vector function, 93, 100;
twisted, 93, 104 ; cone, 101; twisted,
locus of feet of normals, 109 ; of
points of contact with confocals, 123 ;
tangent line and osculating plane,
133; related to moving body, 172;
developable generated by, 267 ; locus
of points in perspective with corre-
spondents, 278; transformation of,
285 ; characteristics of, 293.

Curl of vector, VVg, 73, 213.

Current, electric and magnetic, 250.

Curvature, of curve, 132 et #eq.; of
surfaces, 141 ef seq., 215 ; of quadric,
122, 125 ; of orbit, 189 ; generalized,
286, 295.

Curve, in termis of parameter, 62; of
intersection of confocals, 125; me-
trical properties of, 131 ef seq. ; uni-
cursal, 152 ; intersection of quadrics,

285 ; wn%cmentuy, 291 ; character-
istics of, 292,

Curves, family of, 148 ; ¢ =(f+!)™a, 286;
q=¢Y.a, 301.

Courvilinear coordinates, 66, 74, 124,
226.

Cusp, condition for, 63, 83.

Cuspidal edge, 126, 136, 268, 286.

Cyclic planes of quadric, 113, 178; arcs
of sphero-conic, 118.

Cyclical transposition under sign 8, 16.

Cyecloid, 83, 193.

Cylinder, right circular, 45 ; standing
on curve, 65; circular tangent, to
quadric, 115; case of general quadric,
117 ; geodesicon, 137; torsal tangent
planes of, 140 ; differential equation
of, 149 ; related to astatics, 161.

Cylindroid, 84, 165.

D symbol of differentiation, 229: of
operator analogous to V, 296.

Damped oecillations, 186.

Deformation of surfaces,145,

Degraded, cases of quaternions, 9, 19;
symbolic equations, 95, 275.

Degree, see Order.

&F‘Bﬂ of freedom, 204.

ta, Hamilton’s operator ¥, 70, 211.

See Operator.
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De Moivre’s theorem, 27.

Derivative, 63.

Determinants and combinatorial func-
tions, 270, 305.

Developable surface, 65; circumscribing
confocals, 126; related to curve, 135,
139; generated by tangent planes
along curve on surface, 142; of twisted
cubic, 267 ; circumscribing quadrics,
280; tangent-line, of two quadrics,
282; circumscribing generalized con-
focals, 286.

Development of quaternion function,
79, 85 ; of vector of curve in terms
of arc, 134.

Deviation from osculating curve, 152.

DiuPhragm, 217.

Dielectric, 251 e¢ seq.

Difference of two points, 263.

Differential, 63, 66 ; condition for per-
fect, 74, 86, 214 ; indeterminate, 87 ;
of equation of surface, 142 ; equation
of geodesic, 141, 152; of lines of
curvature, 144, 147; of family of
surfaces, 149; of curves traced on
surfaces, 287.

Differentiation, chap. viI., 62; general
formula, 66 ; successive, 79; with
respect to- moving axes, 167 ef seq. ;
of deformable elements, 212 ; follow-
ing moving point, 229.

Diffusion of electromnagnetic disturb-
ance, 255.

Dilatation in strain, 178.

Direct and inverse similitude, 14.

Directed area, 23; angle, 31; curva-
;:lre, 132, 141 ; volume in hyperspace,
304.

Discontinuity in integration, 216.
Displacement, of a body, 18, chap. xir.,
168 ; in strain, 180 ; electric, 250.

Dissipation function, 240, 252.

Dissociative multiplication, 11.

Distortion of elements, 212, 229; of
viscous fluid, 238.

Distributive, multiplication of vector
bg' scalar, 4; by vector, 8; property
of scalar of product, 6; of product,
9; of differential, 66 ; of linear func-
tion, 88; multiplication for hyper-
space, 303.

Disturbance in electromagnetic field
gropagatod by waves or by diffusion,
255,

Divergence of vector, 212,

Division, of vectors reduced to multi-
plication, 11; homographic, 41, 65,
152, 264.

Dodecahedron, 104.

Double points, on wave surface, 248,
261 ; apparent, 202; on Jacobian, 288,

Duaslity for point symbol, 285.
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Dynamical constants of a body, 199,
202, 207.

Dynamics, of a particle, chap. xiv.,
184 ; of system and rigid body, chap.
Xv., 194; of continuous medium, 236 ;
electro-, 249.

Eight square roots of linear function,
99; umbilical generators, 125; gen-
eralization of, 279, 286; generators
which are also normals, 279,

Elastic solid, isotropic, 222, 239; aniso-
tropic, 242 et seq. ; symmetry, 245.
Electro-magnetic theory, 249 ef seq. ;

of light, 256. ’

Element, rate of change of, 212, 229.

Elements of Quaternions veferred to,
1, 3, 7, 29, 31, 34, 45, 63, 53, 56, 59,
82, 85, 114, 118, 120, 121, 132, 156,
157, 197, 211, 264 ; appendix to, 99,
135, 211,

Elimination of a vector, 39, 10o.

Ellipse, vector equation of, 63, 82 ; pro-
jected into circle, 83; parallactic, 85;
aberrational, 85 ; differential equation
of surface generated by, 149 ; related
to astatics, 163 ; locus of feet of per-
pendiculars on generators of cylin-
droid, 166 ; in conical refraction, 261.

Ellipsoid,* Hamilton’s construction for,
114 ; vector equation of, 152 ; strain,

177.

Ellipsoi:lal linear function, 178.

Elliptic, logarithmic spiral, 82; co-
ordinates, 124 ; functious, 198 ; gen-
eralized, co-ordinates, 286.

Elongation, 181.

Emanant, 131, 138.

Energy equation, for particle, 184, 187;
system of particles, 194 ; rigid body,
197 ; for impulses, 200; for contin-
uous medium, 239; in electro- -
netic theory, 251 ; function, for elastic
solid, 243 ; for dielectric, 252.

Envelope, examples, 128, 129 ; differen-
tial equation of, 149, 151; wave-
surface as, 248, 257.

Epicycloid, 83.

Equality of vectors, 1: vector-arcs, 17;
points, 263. .

Equilibrium, static, 156 ; astatic, 160.

Equipotential surfaces, 227.
Euler’s angles, 33 ; four square identity,
16; exponential formulae, 28;

theorem on curvature, 143; equations
of motion of rigid body, 196; of fluid,
230, 238.

Evoked wrench, 204.

Evolutes on polar developable, 139.

* 8ec Linear vector function, the use of an
ellipsoid being to a great extent superseded.
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Exact differential, 74, 86, 214.

Excentricity of orbit, 187.

Excess, spherical, 33.

Expansion, of quaternion function, 79,
85 ; of vector of curve in terms of arc,
134; in series of spherical harmonics,
223, 224,

ExPonential of quaternion, 28, 34;
;xi)gemnthl of, 86; for hyperspace,

Exlt5r:me points on line of congruency,

Families of curves and surfaces, 148.

Family of equipotential surfaces, 227 ;
of curves, q=(f+¢)™a, 286; g=eVa,
301

Five vectors, 43, 44, 54 ; quaternions,
43, 269 ; points linearly transformed
into five, 272 ; surfaces, 291.

Flat space, 303 ; symbol of, 308.

Flow of a vector, 231.

Fluid, motion, 72, 229, 236; viscous,
238, 240 ; motion of solid in, 241.

Flux throagh circuit, 233 ; strength of
tube of, 233, 235; in electro-magnetic
theory, 249; of radiated energy,
Pornting, 252, 257.

Focal, property of quadrics, Salmon’s,
114; form of equation, 116; for

sghem-conic, 120 ; conics on develop-

able, 126 ; ints on line.of con-
gruency, 153; conics related to
astatics, 162.

Foci of central sections of quadric, 129.

Force, moment of, 23 ; in statics, 156 ;
in dynamics, 184, 194 ; central, 186 ;
impulsive, 200; electric and magnetic,
251 ; in electro-magnetic field, me-
chanical, 255.

Forces, reduction to two, 158; con-
servative, 184, 238; of interaction,
194 ; system of forces, see Wrench.

Fo(gnula, A, 11; B, 8; of differentiation,

Formulae, depending on products of
vectors, chap. 1., 23; of trigono-
metry, 235, 33

Four numbers involved in quaternion,
9 ; squares, identity connecting, 16 ;
vectors, identities connecting, 24 ;
symmetrical relations for, 42; linear

. function rendering four vectors par-
allel to, 92; particles equivalent to

+ rigid body, lg ; -system of screws,

. 206 ; consecutive points on tangents
to surface, surface through, 298.

Fo;rth proportional to three vectors,
31

Fractions, relations reduced by partial,
122, per

Freedom, degrees of, 204.
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Fresnel, 163, 262,

Frictional constraint, 190.

Function, anharmonic, of collinear
points, 41, 45, of points in space, 56,
on a conic, 267 ; linear vector, 88;
elliptic, 198 ; dissipation,240; energy,
for elastic solid, 243, for dielectric,
252 ; combinatorial, 270, 304 ; linear
q'ulternion, 272.

See Linear function.

Fundamental formulae of trigonometry,

plane, 25 ; spherical, 30.

Gate, self-closing, 207.

Gauss, operator, 104 ; measure of cur-
;&ture, 144,147 ; integration theorem,

15.

Generalised, normal, 279; curvature,
286, 295 ; geodesic, 287.

Generation of ruled quadric, 65: of
ellipsoid, 114 ; of ruled surface, 137.

Generators of quadric, 103, 116 ; um-
bilical, 125; common, and of linear
complex, 278 ; generalized umbilical,
279, 286; eight, are also normals,
279 ; complex of, of doubly infinite
family of quadrics, 301.

Geodesic on cylinder, 137 ; differential
equation of, 141, 152; curvature, 141,
148; Joachimstal's theorem, 152;
motion of particle along, 190; gen-
eralized, 287.

Geometrical meaning of invariants, 98,
288.

Geometry of Three Dimensions, Salinon’s,
291, 292, 298.

Ge;metry, projective, chap. xvir., 263,

08.

Gilbert’s theorem on confocals, 124.

Grassmann, 306.

Graves, R. P., Life of Hamilton re-
ferred to, 16, 211.

Gravitating body in field of force, 223.

Gr2een'| theorem adapted to quaternions,

19.

Groups, theory of, examples relating to,

80 ; refer to, 104.

Half-line, half-cone, 45.

Harmonic, mean of two vectors, 41, 50,
56, 109; properties of triangle, 45,
of polar and quadric, 50, 109;
spherical, 70, 76, 222 et seq.

Hathaway, A. S., 270.

Heaviside, Oliver, 11, 249, 250, 253.

Helix, vector equation of, 64, 82;
vector twist of, 133 ; constant curva-
ture and torsion, 137 ; osculating,
152; particle moving on, 191.

Herpolhode, 198.

Hessian of surface, 297.

Hexagon, Pascal, 121.
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Higher Plane Curves, Salmon’s, referred
to, 101, 105.

Hodograph, 83, 187, 189.
Homographic, ranges, 41, 42, 264 ;
locus of line joining correspondin
points, 65; locus of mean centre o

points on, 152; screw-systems, 208 ;
correspondence of points on twisted
cubics, 285.

Homography, chiastic, 208.

Hooke’s law, 243.

Hydrodynamics, 72, 228 et seq.

Hyperbola, 64; section of quadric,
rectangular, 111 ; focal, 114.

Hyperbo?oid, homographic generation,
65, 264 ; locus of transversals, 103,
270 ; generators of, 116; line of
striction of, 140 ; equilibrating forces
on generators of, 158.

Hyperspace, chap. xvii., 303.

Hypocycloid, 83.
Hysteresis, 251.

Icosian calculus, 104.

Identity, Euler’s four square, 16; con-
necting four vectors, 24 ; five quater-
nions, 269.

Tkosahedron, 104,

Imaginary, of algebra, 3, 20, 38 ; uth
roots of quaternions, 28 ; roots and
axes of linear function, 95, 96, 177 ;
conjugate, vectors, 95, 224, 307;
united points of linear transforma-
tion, 275, 276.

Impact of two bodies, 203.

Impulse, 200.

lmpnlaive wrench, 201, 204 ;: genera-
ting motion of solid in fluid, 241.

Indeterminateness of versor of null
quaternion, 19; of tensor of bi-
(uaternion, 21 ; of a differential, 87 ;
in solution of equations, 92 ; of axes
of linear function, 95, 98 ; of square
roots of function, 99; in value of
function, 216; related to conical
refraction, 248, 260; of normal to
plane in hyperspace, 303.

Index-surface, 248, 261.

Induction, magnetic, 250.

Inertia function for rigid body, 196 ;
Binet’s theorem on axes of, 197;
deduced from observed motion, 199,
202, 207 ; related to [gdm, 225.

Infinites in field of integration, 216, 219,

Infinity, anharmonic equation of plane
at, 44, of circle at, 54; vector to
circular points at, 96, 126, 307;
vector representing %nt at, 263;
equation of plane at, 266.

Inflexion on curve, 83.

Initial positions in astatics, 160.
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Inscription of polygon to sphere, 55, 56.

Instantaneous twist-velocity, 170, 201;
orbit, 188.

Integrability, condition of, 74, 86, 214.

Integrals, line, 73, 215, 219, 231 ; sur-
face, 72, 215, 219, 233 ; variation of,
192, 231, 233.

Intensity of wrench, 163.

Interaction of particles, 194, 200, 236.

Interpretations and formulae, chap 111.,
23; for projective geometry, 263
et seq.

Intersection of, line and plane, 35, 287,
269 ; planes, 39, 267, , 306; two
lines, 39, 267; line and sphere, 49 ;
spheres, 50, 54 ; confocals, 121, 123,
125 ; quadrics, 285 ; generalized con-
focals, 286 ; curve and complemen-
tary, 292 ; of two surfaces, osculating
plane to curve of, 206.

Invariants, of linear vector functions,
91, 97 ; geometrical meaning of, 98 ;
of two functions, 100; derived by
os)eration of v, 102 ; dependingonV,
211; of linear quaternion function
274 ; of quadrics and linear trans-
formations, 288.

Inverse, or reciprocal of vector, 11 ; of
roduct 12 ; similitade, 14; trans-
ormation, 90 ; opent.ions of Vv, 218.

Inversion, geometrical, 52, correspond-
ing elements in, 69 ; of linear func-
tions, 90; of ¢+¢¢, 100; of V, 218;
of linear quaternion function, 273.

Involution on ruled surface, 140.

Irrotational distribution of vectors,
234

Isothérmul surfaces, 227.
Isotropic solid, 222, 239.

Jacobi, differential equations, 86.

Jacobian, or functional determinant,
213; of four quadrics, 203 ; of sur-
faces, 295, 298,

Joachimstal's theorem on geodesics,
152.

Joulian waste of energy in electro-mag-
netic field, 252.

K, symbol for conjugate, 12; differen-
tial of Kgq, 68.

Kelvin, Lord, flow along curve. 231,

Kinematical treatment of curves, 134 ;
of surfaces, 137, 1435.

Kinematics, chap. xim., 168; of con.
tinuous medium, 228,

See also Motion.

Kinetic energy, of particle, 184, 187;
of system of particles, 194 ; of rigid
body, 197 ; changed by impulse, 201,
207 ; of portion of continuous med-
ium, 239.
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Kinetics of a particle, 184; of rigid
body, 194; of continuous medium,

236.
Knott, C. G., 11.

IAgrange, motion of fluid, 230, 238.
Laplace’s operator, 75, 227 ; inversion

of, 220.

Latent roots of linear function, 93, 96 ;
linear quaternion function, 274, 276.

Lectures on Quaternions referred to, 1,
7,21, 59, 114, 115, 121, 211.

Lie, Sophus, 86

Light, electro-maguetic theory, 236.

ee Optics.

Limiting, points of coaxial spheres, 51 ;
ratios, 63.

Line, chap. v., 35; six coordinates of
40 ; inverse of, 33 ; of striction, 138,

40; of curvature, 144; in point
symbols, 266 ; unaltered by linear
transformmation, 272; traced on sur-
face, 287, 205.

See Complex, Curve, Generator, In-
tegral.

Linear, relation connecting four vectors,
5, 24, 25; and distributive function,
66; vector function, chap. v, 88;
related to quadrics, chap. 1x., 106;
to surfaces, 142; to astatics, 159 ; to
theory of screws, 164, 205 ; to accel-
eration of point of body, 172; to
strain, 177 ; to vibrations of particle,
186 ; to angular momentum of rigid
body, 196 ; to operator V, 211; to
stress, 237, 243 ; to electro-magnetic
field, 251 ; to theory of light, 258 ;
equation of continuity, 230 ; relatious
connecting five yuaternions, 268 ;
quaternion function, 272 ef seq. ;
complex, 275; transformation, in-
variants of, 288.

Logarithm of a quaternion, 29.

Logarithmic spiral, 82,

Lorentz, H. A., 229, 249, 251.

Lunar theory, example on, 188.

M-‘Aulay, A, 21, 211, 218.

MacCullagh, index-surface, 248.

Maguetic force, 249; permeability, 251.

Maximum and minimum, 80, 111, 127.

Maxwell, J. Clerk, sense of rotation, 7;
curl of vector, 213 ; electro-magnetic
theory, 249.

Mean, point, 5; barmonic, of two
vectors, 4dl, 50, 56, 109 ; centre of
corresponding points, 152; in point

] lymbof, %43 po

Measure of corvature, 144, 147.

Mechanical force in electro-magnetic
field, 251.

Medium, continuous, 228, 236, 251.
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Meusnier’s theorem, 141.

Minchin, 183.

Minding’s theorem, 162.

Moivre's, de, theorem, 27.

Moment, of force, 23 ; resultant, 156 ;
quaternion, 157, 159 ; of momentum,
184, 195, 196 ; of inertia, 196.

Momentum, 184 ; moment of, 195, 196 ;
of portion of medium, 236 ; of solid
and fluid, 241.

Monomial equationsof circle and sphere,
55

Motion, three-bar, 60, 85 ; of point on
curve, 62; generating roulette, 83, 84;
apparent, 84 ; relative, 171, 174; of

y under no forces, 198; of con-
tinuous medium, 228, 236.

Moving axes, 171 ; for curve, 134 ; for
surface, 146; for orbit, 188; for body,
196 ; for electro-magnetic field, 253.

Multiple-valued function, 216 ; point
on f acobian, 298.

Multiplication, by scalars, 3; distribu-
tive, 9; associative, 11 ; of versors,
versor-arcs, 16 ; symbolical, table for
S,V,K,T,U, 19; hyperspace, 303 ; in
Ausdehnungalehre, 306.

Mutual poteuntial, 223.

Mutually rectangular vectors, system
of three, 10; relations connecting two
systems, 33; axes of function, 96, 97;
vectors transformed from, 98 ; nor-
mal to confocals, 123 ; related tocurve,
134; to surface, 146; examples relat-
ing to, 173.

Negative unity, square of unit vector
is, 10, 17; square-root of, 3, 20, 58 ;
see Imaginary.

Non-central surfaces, 117.

Non-commutative, multiplication, 8;
addition, 16 ; displacements, 168.

Nonion, see Linear vector function.

Normal, to surface, 65, 139, 144 ; to
quadric, 108, 123; to carve, 134;
and tangential resolution of force,
185, 189 ; solutions, 256 ; generalized,
279 ; generator as well as, 279.

Notation, conventions respecting, 19 ;
;%% projective properties of surfaces,

See Symbol.
Nullifier, 21.

Number of constants of linear func-
tion, 88, 178, 272, 283.
Numerical characteristics, order of

cone and surface, 101 ; of curves, 290.

O’Brien, Rev. M., 11.
Octahedron, regular, 45, 104.
Octonions, 21.

Ohm’s law, 251.
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Operator, quaternion as, 14; V, 70 e¢
seq., chap. Xxvi., 211; various ex-
pressions for V, 74, 225; applica-
tions of V to Taylor’s theorem, 79 ;
to theory of groups, 80,86 ; to genera-
tion of invariants, 102; to strain,
181 ; to calculus of variations, 192 ;
to curvature, 215; V3, 75, 220, 227 ;
V-1 and V-3 218; Gaussian, 104 ;
D, analogue of V for projective
geometry, 296.

Opposite of vector, 1.

Optics, examples from, reflection, 19;
refraction, 22; aberration, 85;
astronomical refraction, 85, 175;
bright curves, 87; rotating mirror,
130 ; characteristic surfaces in, 228 ;
electro-magnetic theory of, 256.

Orbit, 186 ; instantaneous, 188.

Order of surface, 101 ; of curve, 290 ;
of multiple points on Jacobian, 298.

Origin, variable, 157.

Orthogonal spheres, 51, 52, 54; con-
focals, 121, 123, 125 ; surfaces, 227.

Oscillation of particle, 185; of rigid

y, 207.

Osculating plane, 132, 287, 296 ; circle,
134, 136, 152; sphere, 136; quad-
ric, 144 ; helix, 152; curve of inter-
section of two surfaces, 296.

Parabola, 64, 267.

Paraboloid, condition that general
equation should represent, 117;
related to constrained motion, 191.

Parallax, 85.

Parallelepiped, volume of, 22 ; integra-
tion over faces of, 71.

Parameter, vector involving, 62, 64,
65 ; form of V suitable for, 74, 226 ;
parameter of distribution, 138.

Partial differentiation, 67, 229; frac-
tions involving linear functions, 122 ;
differential equations, 86, 148, 151,
153 ; involving V, 226.

Particle, dynamics of, chap. x1v., 184.

Particles, system of, 194; four,
dynamically equivalent to rigid

body, 199.

Pnscn{hexagon. 121.

Pedal of quadric, 109 ; of three-system
of screws, 164.

Permanent screws, 209.

Permutation, cyclical, of quaternions
under 8, 16 ; cyclical, of linear func-
tions in product, 100; of symbols in
combinatorial function, 270,

Perpendicular, on line, 36; on plane,

; to two lines, 40 ; line, to itself,
96; on tangent plane, 109; on
generator of hyperboloid, 116; on
axis of screw, 158; in astatics, 163 ;
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of three-system, 164 ; of cyclindroid,
166 ; in hyperspace, 303.

Perspective, 46, 278.

Perturbed orbit, 188.

Pfaff, 86.

Philosophical transactions, 101,263, 275.

Pitch, of ruled surface, 138 ; of screw,
156 ; in astatics, 161 ; of three-system,
164 ; of two-system, 165; of finite
displacement, 169 ; of impulsive and
of instantaneous, 202,

Plane of quaternion, 13 ; straight line
and, chap. v., 35; polar, for sphere,
30; for quadric, 108 ; mdicar. 50 ;
inverse of, 53; cyclic, 113; osculat-
ing, 132; generating developable, 135;
of no virial, 157 ; central, in astatics,
160 ; of elastic symmetr{. 245 ;

larised wave in elastic solid, 247 ;
in dielectric, 257 ; projective symbol
for, 265 ; equation of, %06; united, of
linear transformation, 274; to qua-
dric, ?olnr, 276.

Pliicker’s coordinates of a line repre-
sented by (o, 7), 40.

Poinsot, central axis, 156.

Poiut, stationary, 63, 83 ; of inflexion,
83; circular, 96, 126, 307 ; double,
on wave-surface, 248, 261 ; on
Jacobian, 208 ; apparent, 202 ; sym-
bol, 263 et seq., 308 ; united, of linear
transformation, 274, 276.

Polar, harmonic, 46; plane of point
with respect to sphere, 50; to qua-
dric, 108, 276; line to quadric, 109 ;
developable, 136, 139 ; general theory
of, 296.

Polarised waves in elastic solid, 247 ; in
dielectric, .

Pole, see Polar.

Poles, spherical barmonic referred to its,
224

Polhode, 198.

Polygon, inscribed to sphere, 55; in-
scription of, 56 ; loci related to vari-
able, 300.

Potential, operator V-3, 220; expres-
sion for, 223 ; surfaces, ggi-, 227 ;
velocity, due to vortices, 235.

Power of vector, 28, 69, 173 ; of quater-
nion, 29; of point with respect to
sphere, 49, 50.

Poynting flux of radiated energy, 253 ;
parallel to ray-velocity, 257.

Principal, axes of section of quadric,
111; normal to curve, 134; curva-
ture, 143 ; axes of inertia, 197 ; screws,
209; circuit, 232.

Product, of two vectors defined, 8 ;
associative property of, 11 ; reciprocal

-of, 12; of two quaternions, construo-
tion for, 14; conjugate of, 15 ;
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spherical representation of, 16, 31;

ifferential of, 68; of linear functions,
95, 100; of vectors in hyperspace,
303 ; Grussmann’s, 306.

Projection, of point on plane, 37; of
ellipse into circle, 83 : of vectors, in-
\'a;-unts relating to, 98 ; of curvature,
141.

Projeltl:tive geometry, chap. xviI., 263;
in hypers , 308.

Prongmonp:?edisturlmnce. 255.

Proportional to three vectors, fourth, 31.

Pure strain, 177 ; converting general
wave-surface into Fresnel's, 262.

Pyramid or system of three planes, ex-
l;mples on, 38; invariunt relations

or, 98.

Quadratic equation satisfied by quater-
nion, 29 ;%y special linear function,
95 ; quaternion function, 274.

Quadric surfaces, chap. 1x., 106; an-
harmonic generation of, 65; oscula-
ting surface, 144 ; pitch, 165 ; elonga-
tion, 181 ; general, in point s 'mbo%:,
275 ; inscri in developable, 279 ;
tangent-line developable for, 282;
invariants of, 288.

Quadrilateral, spherical, 34 ; complete,
46 ; inscribed to sphere, 56 ; comnmon
to quadric and linear complex, 274.

Quadrimonial form, for quaternion, 13;
for linear quaternion function, 272.

Quartic, Steiner’s, 164, 166 ; symbolic,
of linear quaternion function, 274.

Quaternion, as sum of scalarand vector,
9; as product of two vectors, 9; as
function of quaternions, 12; as quo-
tient of vectors, 13 ; as operator, 14;
as power of vector, 28 ; anharmonic,
56 ; invariants of linear vector func-
tion, 97, 159, 212; moment of force,
157; as symbol of point, 263; of
plane, 265; function, linear, 272
et xeq.

Quotient, of parallel vectors, 3; of
vectors, 13.

Radical plane of spheres, 50 ; axis, 51 ;
centre, 52, 53.

Radius of quadric, 107, see Conjugate,
Curvature,

Rank of curve, 292,

Ratio, of vectors, 13 ; of torsion to cur-
vature, constant, 137.

Ray-velocity, 248, 237.

Rayleigh, Lord, 240.

Reaction, 194, 200, 236 ; of constraint,
189, 204.

Reality of roots of self-conjugate vector
function, 96; of principal screws,
209 ; of united points, 276.
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Reciprocal, of vector, 11; of product,
12; of quadric, 110 ; screws, 204 ; of
quadric, 276.

Reciprocity, for a surface, relations of,
204

Reciprocation, quadric of, 266, 309.

Rectangular vectors, system of three
mutually, 10; relations connecting
two systems of,, 33 ; axes of function,
96, 97; vectors transformed from,
98 ; normals to confocals, 123 ; re-
lated to curve, 134 ; to surface, 146 ;
examples relating to, 173; in hyper-

space, 303.

Rectifying developable, 136, 139.

Reduced wreuch, 205.

Reflection in plane mirror, 19: in
moving mirror, 130; of force for
brachistochrone, 193.

Refraction, 22; astronomical, 85, 175;
conical, 248, 260.

lession, edge of, 136 ; xee Develop-
able.

Regular solids, rotations related to,
104

Relative, magnitudes and directions of
two vectors, 13 ; motion, 171.

Remainder of a series, 79.

Resolution of vector into components,
chap. 111, 23; of linear function,
96, 99; of strain, 178 ; of force, tan-
gential and normal, 185; of linear
quaternion function, 282,

Resultant of statical forces, 156.

Revolution, cone of, 45; cylinder of,
45; condition for quadric of, 114;
tangent cylinder of, 115; motion of
particle on, 190.

Rigid, see Body, Dynamics.

Root, of a quaternion, ntt, 28 ; differ-
ential of square-, 77 ; of linear vec-
tor fuanction, latent, 93 ; square-, 99 ;
linear function, symbolic, =nt®, of
unity, 105; linear quaternion function,
latent, of, 272, 276 ; square- of, 282.

Rotation, convention respecting sense
of, 7; conical q.tv., 18; forces, 160;
finite displacement, 168 e¢ seq. ;
strain, 177 et seq., 182; of elements,
212; in hyperspace, 307.

Roulette, 83, 84.

Roi'nl Irish Academy, see Academy.

Ruled, hyperboloid g.v., 65, 116, 264,
270 ; surfaces, 128, 137 et seq. ; sur-
face, differential equation of, 149,

153.
Russell, Robert, 22, 61.

8 symbol for scalar, 6, 19 ; differential
of Sq, 68.

Salmon, 114, see Geometry of Three
Dimensions, Higher Plane Curves.
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Scalar, 3, 6; of product, 15; point,
263.

Screws, theory of, applied to, motion
of emanant, 137 ; statice, 156, 159,
163 ; displacements, 169 ; dynamics,
200, 204.

Segments, theorem of six, 46.

Seff—conjugate. tetrahedron to sphere,
52, 276 ; vector function, 80, 96, 97 ;
tetrahedron of two quadrice, 277.

Sense of rotation, 7.

Series, exponential, 28; Taylor'’s 79;
of spherical harmonics, 223, 224.

Sextic curve, Jacobian, 293, 295.

Shaw, J. B., 263.

Shear, 178.

Shortest distance between lines, 40,
138, 154.

Similitude, direct and inverse, 14.

Six, coordinates of line (s, 7), 40; seg-
ments, 46; constants of self-con-
jugate function, 96; screws, 166;
co-reciprocal, 206.

Sixteen, constants in linear quater-
nion function, 272; square roots of
linear quaternion function, 282.

Solenoidal distribution of vectors, 234.

Solid, harmonic, 70, 76, 222 et seq. ;
elastic, 222, 239, 242 et seq. ; mov-
ing in fluid, 241.

Solution of equations, involving linear
function, 92, 117 ; involving V, 218.
Sphere, chap. vi., 49; inversion of,
52; through four points, 53, 55, 58 ;
touching four planes, 54 ; and poly-
gon, 55, 56 ; solid, 59; generating
ellipsoid, 115; osculating, 136 ; en-
velope of, 151 ; surface generated by,

155 ; of reciprocation, unit, 266.

Spherical, trigonometry, chap. 1v., 29;
excess, 33 ; harmonics, 70, 76, 222 ;
curvature, 136; astronomy, exam-
%leu. 174.

Sphero-conie, 118.

Spin-vector, 98, 97 ; of ¥, 97 ; in strain,
181, 182 ; of element, 212,

Spiral, logarithmie, 82, .

Square-root of quaternion, differential
of, 77; of linear function, 99, 112,
124, 177 ; of linear quaternion func-
tion, 282,

Standard ferm of V, 75; of two linear
functions, 100 ; of screw-system, 164 ;
of quadric and linear complex, 278.

Statics, chap. x1., 156.

Steiner’s quartic, 164, 166.

Stokes’s theorem, 215.

Storage of energy, elastic solid, 243 ;
electric and magnetic, 262.

Strain, chap. x111., 177, 212, 238 ; stress
in terms of, 243

Strength of tube, 233, 236.

319

Stress, 237 el seq. ; in viscous fluid, 238 ;
in isotropic solid, 239 ; in terms of
etrain, 243 ; in electro-magnetic field,

159

Striction, line of, 138 ; of quadric, 140.

Subtraction of vector, 2.

Sum of vectors, 2; of scalar and vector,
9; of quaternions, 9; of weighted
points, 264 ; of area vectors in hyper-
space, 306.

Supplemental triangles, 29 ; related to-
axes of function and conjugate, 94 ;
to propagation of light, 258.

Surface, in terms of parameters, 64 ;
quadric, chap. 1x., 106 ; non-central,
117; of centres, 125; ruled, 137 ;
curvature of, 141 ; generated by circle,
154 ; equilibrium of chain on, 167;
motion of particle on, 189; of dis-
continuity, 216 ; wave-, 248, 261 ; of
centres, generalized, 287 ; general,
293.

Surfaces, families of, 148 ; equipotential,
227 ; characteristic, in optics,

Symbel, 19, V, 70, 211 ; sre Operator ;
(1, N) for screw, 163 ; @ and %7 de-
fined, 229 ; point-, 263, 308.

Symbolic, multiplication table, S, V, K,
T, U, 19; vector, V, 75; form of
Taylor’s theorem, 79 ; cubic of linear
function, 93, 100; case of depressed,
95 ; quartic of linear quaternion
function, 274.

Symmetry, elastic, 245.

T symbol for tensor, 4, 12, 19; differ-
ential of Tg, 68; development of
T(p+q), 85.

Tait, P. G., referred to, 7, 20, 33, 99,
163, 192, 211, 214, 218.

Tangent, to sphere, 49 ; curve, 63;
surface, 65 ; quadric, 108 ; confocal,
124 ; generalized confocals, 280 ; line
developable of two qundrics, 282 ;
conjugate, 295; meeting surface in
four consecutive points, 298,

Tangential equation of quadric, 110 ;.
and normal components of force, 185,
189; transformation, 273; equation
of quadric and linear complex, 276.

Taylor’s series, 79.

Telescope, examples on composition of
rotations, 175.

Tensor of vector, 4; quaternion, 12;.
biquaternion, 20; of sum, develop-
ment of, 85.

Tetrahedra, in perspective, 46 ; corre-
sponding vertices of, joined by gen-
erators of hyperboloid, 103 ; recip-
rocal, of united ints of linear
;r’mformation and its conjugate,.
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